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1 Introduction

Researchers in the eld of Arti cial Intelligence (Al) trya gain a deeper understanding of
some of the mechanisms underlying human cognition. Tathtly pure rational reasoning
has been the main focus of research in Al, starting with thmeeptualization of the General
Problem Solver (GPS) (Ernst & Newell 1969). However, theppseed heuristics could only
be applied to a limited set of well-de ned problem spaces Begvell & Simon (1972) al-
ready mentioned the necessity to “begin to search for theopéysiological counterparts of
the elementary information processes that are postulatdteitheories.” (Newell & Simon
1972, p. 146) The GPS-approach on modeling human problermgdlurned out to be insuf-
cient with regard to a wide range of problems a human is raturconfronted with. Thus,
for the next two decades Al-research focused on so-callpdresystems that were used as
advice-giving tools for the trained human expert in a lirditmain such as medical diagno-
sis (Shortliffe, Rhame, Axline, Cohen, Buchanan, Davit§chavez-Pardo & van Melle
1975). The nal diagnosis, however, always lied in the respbility of the human expert not
only to avoid legal issues but also to take into account thmepdexity of human physiology.
Nowadays rule-based expert systems are used in diverse of@pplications and they can
help to save money by providing domain-speci ¢ advice asisam®a certain amount of expert
knowledge has been successfully encoded into their rukk&@owledge bases (Giarratano &
Riley 2005).

User interfaces of expert systems are designed in a diasgebfashion. The system con-
secutively asks for more detailed information to be progitdgy the human expert, to come
up with a set of possible solutions to the initially statedigem. Similar dialog-based rou-
tines have been used in a famous computer program named EMZ&fenbaum 1976) to
create the illusion of speaking to a caring psychotheradspite the similarities of the
dialog-based interfaces, Weizenbaum did not intend tadkanl expert system in the domain
of psychotherapy. To his own surprise even professionalhpstyerapists expected his simple
program to be of great help in counselling human patientsss fight be due to the fact,
that humans are prone to ascribe meaning to another's resppoaven for machines. Even if
ELIZA successfully created “the most remarkable illusidmmaving understood in the minds
of the many people who conversed with it” (Weizenbaum 1976,89), it did not pass the
Turing test (Turing 1950) as proposed by the early pioneeoaiputer science, Alan Turing
(Hodges 2000). The Turing test was an attempt to providetatdritest for machine intel-
ligence when the question “Can machines think?” becamenade to ask. After a ve
minute conversation—without direct physical contact, eging a type writer machine—with
both a human and a machine, a human tester has to decide, erieodf the conversational
partners is the machine and which one the human respectl¥elyat least 30% of the cases
the machine is falsely judged as the human, it has passedghsuccessfully, which no ma-
chine has achieved so far. During the conversation the huntamogator is free to choose
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whatever topic comes to her mind and therefore Picard afgudse integration of humor and
more general emotions into arti cially intelligent systeitihat are designed to pass the Turing
test. With regard to the limitation concerning the avaéabbmmunication channels during
the Turing test, Picard concludes: “A machine, even limitetkxt communication, will com-
municate more effectively with humans if it can perceive express emotions.” (Picard 1997,
p. 13) But how exactly can we endow machines with emotions ¢liat they communicate
more effectively with humans?

One approach to achieve the effectiveness of natural taf&et communication of humans
is the eld of Embodied Conversational Agents (CassellJiggah, Prevost & Churchill 2000).
Itis motivated by the idea that computer systems might ogérdaract naturally with humans,
comprehending and using the same communicative meanse@uegly, researchers in this
eld have started to build anthropomorphic systems , eithéhe form of virtual characters
using advanced 3D computer graphics or in the form of ph{/saanoid robots. As these
agents comprise an increasing number of sensors as wetleg@s together with an increase
in expressive capabilities, Cassell et al. (2000) propasexéended, face-to-face Turing Test.

Therefore researchers in the growing eld of Affective Camipg (Picard 1997) discuss
ways to derive human affective states from all kinds of isitra and non-intrusive sensors.
With regard to the expressive capabilities of these agdmatsntegration of the in uence of
emotion on bodily expression into an agent's architectsii@gued for. These bodily expres-
sions include, e.g., facial expression, body posture amzkva ection and all of them must
be modulated in concert to synthesize a coherent emoti@auior.

With the beginning of the new millennium the interest in afféee computing has increased
even more. Also the public has shown a renewed interest ipdbsible future achievements
of Al, for example, a series of recent movies tackling thesgjoa of “emotional robots”I(
RobotandBicentennial Maip as integrated members of a future society. In the neardutur
humanoid agents are to take part in social interaction withdins and therefore the integration
of psychological concepts like emotions and personality rational agents seems inevitable.
Despite the ongoing debate about the formal de nition ofscencepts, many computational
models have been proposed to simulate emotions for humageiats.

1.1 Motivation

The Three Laws of Robotics:
1. Arobot may not injure a human being, or, through inactalow a human
being to come to harm

2. A robot must obey the orders given by human beings exceptavbuch
orders would con ict with the First Law

3. A robot must protect its own existence as long as such grotedoes not
con ict with the First or Second Law

Established in the short story “Runaround” by Isaac Asink84Q)

With computerized machines becoming increasingly powerhoth in the computational
as well as the physical sense—the fear that such machinés amg day supersede our human
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society is naturally evolving (Sloman 2000). As mentionbdwe such an hypothetical future
gained high attention in the general public, because ofiasef movies such as “Bicentennial
Man” (Asimov, Silverberg & Kazan 1999), “A.l.” (Spielber@®1) and “I, Robot” (Sietz 2004)
that outline a future society, in which humanoid robots afrards live among us. In order to
make these robots safe, their designers and programmesamed to have taken necessary
and (hopefully) suf cient precautions.

Although the robots in the movie “l, Robot” are explicitlyggrammed to follow the three
laws of robotics, they are far from being judged as perfeantrers of human society. The
protagonist reports on a decisive occasion in his life, whemnvas being rescued instead of
a much younger girl. The humanoid robot calculated that itk dhightly less chances of
survival and this led to a feeling of guilt in the survivor. hg the course of the movie,
however, a special robot is introduced that seems to be Eapéakhaving” emotion$. This
robot, named “Sonny”, is also able to deliberately breakttinee laws of robotics as to him
the nal logic they imply (in the movie)—that humanity is t@lsaved by means of captivity
from harming itsel—“just seems too heartless”.

The protagonist of the movie “Bicentennial Man” is a robgeif that—after two hundred
years of existence, just before it "dies'—is declared hurbanause it has proven to be capable
of creative thinking, moral judgement and even falling imdavith a human. The same ex-
ceptional abilities, after some time, lead to full acceptahy the members of the family he is
at rst only serving for. But as the story evolves the unpotalbility that is assumed to come
together with creativity is rated too dangerous and, thus,newer robots are programmed
more strictly and con ning.

The role of androids as social partners in a future societiigsmain topic of the movie
“A.l” (Spielberg 2001). It tackles the interesting poskip of human-like robots, i.e. an-
droids, being used as ersatz-children and ersatz-loverdh &droids as partners in intimate
relationships are also examined in the scienti c commualitgady (Levy 2007).

In summary, many questions arise in the context of machisesoeaial partners some of
them serving as background for this thesis and can be statiedl@vs:

1. What is needed to build a robot one can fall in love with?

2. How can designers and programmers support a sustaimddti®nship with such arti -
cial partners?

3. If we really succeed in building such complex, lovable §gme&sumably) autonomous
arti cial partners, are they still to be treated as machiagsoon as they are malfunc-
tioning?

Of course one can argue that for the sake of humanity nobamyékver even try to build such
arti cial partners. For the sake of science, however, onghthhave another motivation for
research on sociable robots, namely, the experimentatgtieal motive (Burghouts, op den
Akker, Heylen, Poel & Nijholt 2003). In trying to understahdman psychology computer
simulations might help to systematically combine and itigese psychological theories with
interpretations of neurobiological ndings.

1The difference between “having” versus only “showing” efoos is clari ed in Chapter 2.




1 Introduction

This thesis describes an implemented Affect Simulatiorhecture, which not only com-
bines different emotion theories and neurobiological mgs, but is also successfully inte-
grated it into an Embodied Virtual Agent and evaluated in difterent interaction scenarios.
In order to explain how the different theories and ndings d¢ze fused, the interdisciplinary
background is clari ed in Chapter 2. In the following sectia brief overview of the author's
main eld of research “Arti cial Intelligence” is given togther with an introduction to the
computational background, in which the Affect Simulatiorcitecture is integrated.

1.2 Arti cial Intelligence background

Arti cial Intelligence (Al) is a sub eld of Computer Scierecand the term itself was born in
1956 during th&artmouth Conferenciem Hanover, New Hampshire (for a review of its history
see Buchanan 2005; Russell & Norvig 2003; Wachsmuth 20085.ifitial enthusiasm about
possible achievements in this eld soon started to fade aaftgr researchers realized the
complexity of real world problems.

Nevertheless, the eld still attracts many researcher$ it interest in how the human
mind happens to fuel intelligence and many introductorylteeks have been written about
this fast changing eld of research (for an overview see RUsS Norvig 2003, p. 2). The
following brief introduction to Al mainly follows the linesf Russel and Norvig's in uential
book “Arti cial Intelligence A Modern Approach” (Russell &orvig 2003).

1.2.1 Four approaches to Al

In their book's introduction Russell & Norvig (2003) disgnish four approaches to Al that
have been followed in the past and are introduced here inlarealted fashion.

1. Systems that act like humans

The Turing test (described in the beginning of this chaptex3 proposed as a means to eval-
uate an Al system's human-likeness. The extended versiomewh as the total Turing test—
includes a video signal to allow for direct face-to-face conmication and allows for passing
physical objects between the interactants. Russell & Nocvitically observe that Al re-
searchers so far “have devoted little effort to passing theng test, believing that it is more
important to study the underlying principles of intelligenthan to duplicate an exemplar.”
(Russell & Norvig 2003, p. 3) Recently, however, an incregsiumber of researchers began
building human-like virtual or robotic agents aiming at ardarstanding of the complex in-
teraction of different channels of human expressivityhsas facial and bodily expressions in
verbal and nonverbal communication.

Nonetheless, the following analogy is important to underdta basic principle of Al:

“The quest for "arti cial ying' succeeded when the Wrightdthers and others
stopped imitating birds and learned about aerodynamicsodymamical engi-
neering texts do not de ne the goal of their eld as making ahmes that y so
exactly like pigeons that they can fool even other pigeorfRussell & Norvig
2003, p. 3)
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This example is often shortened to “Thats why planes doni tleir wings!” and it clar-

i es that Al researchers do not aim at duplicating human'gritive abilities as exactly as
possible. But a decisive difference between aeronautidsfaus not to be missed: aeronau-
tics researchers deal with the well de ned phenomenon ajlit’ whereas Al researchers try
to simulate processes underlying the ill de ned concephahgan) “intelligence”. If we had a

better de nition of what it means to be intelligent—compal&to our understanding of what
it means to be ying—we could probably also start ignorirgibiological roots. In this context
Wachsmuth (2000) highlights that “it is not the aim of Al tallduntelligent machines having

understood natural intelligence, but to understand nhintelligence by building intelligent

machines.” (Wachsmuth 2000, p. 45)

2. Systems that think like humans

In the attempt to build systems that think like humans, tiesoand ndings of different dis-
ciplines are taken into account, but Wachsmuth (2000) idldVinston (1992) by pointing
out that “Al differs from most of psychology because of itegter emphasis on computation,
and it differs from most of computer science because of gaigr emphasis on perception,
reasoning, and action.” The eld of cognitive science desnigself as an interdisciplinary
approach—combining philosophy, psychology, arti ciateligence, neuroscience, linguis-
tics, and anthropology—to understanding and modeling #gropmances of humans and
animals. Scientists in this eld attempt to build compubatal models of human cognitive
behavior in order to combine and verify the ndings of thefeiént disciplines.

Research in Al has a slightly different scope, because ctatipnal models of human be-
havior are central to it rather than experimental invesitoge of actual humans or animals.
In effect, however, every computational solution has tdguer similarly enough to the per-
formance of a human in the same situation. If a general mdtglerdormance is achieved,
Al researchers and cognitive scientists have to decidehehéte underlying mechanisms are
similar as well or at least comparable to each other.

3. Systems that think rationally

The ability of humans to think rationally has led the way oflg@hilosophers (cf. Becker-
mann 2001, for a review). Al researchers, who model thetesys to copy this ability, follow
the “laws of thought” (Russell & Norvig 2003, p. 4) approa€lespite the general success of
this approach on small scale problem spaces, the problemrka® “combinatorial explosion”
became obvious very soon. As of today, this sub eld is higldyive in the Al community
trying to solve or at least circumvent this and similar pesb$ by inventing special purpose
solutions for different problem classes.

4. Systems that act rationally

The notion of a system capable of intelligent action in tha korld brought up the term
“Intelligent Agent”. In short, an agent is believed to actioaally on the basis of factual
knowledge by following the Principle of Rationality:

“If an agent has knowledge that one of its actions will leadrie of its goals, then
the agent will select that action.” (Newell (1982), afteraamuth 2000, p. 47)
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This “rational agent approach” (Russell & Norvig 2003, pirJolves the ability of an agent
to follow the “laws of thought” mentioned above, but it corapients it with deliberative goal-
directed action. Furthermore, an intelligent agent'simé processing can be captured by
the perceive-reason-act triade (cf. Figure 1.3, p. 11) hadntermediate process of reasoning
“involves internal processes that make a subject "think'udlwhat might be the best way of
acting before actually moving to act.{\Wachsmuth 2000, p. 44)

Accordingly, for an agent able to perceive the world it haleable to represent aspects of
the world in an internal knowledge base. Then reasoning ist wften realized by means of
some kind of rst- or second-order predicate logic baseduwas that transform the internal
representation deriving new facts and discarding the iogotde ones. Finally, an agent is
assumed to act in the world causing an immediate or delayaldogmducive effect.

Summary

The four approaches to Al research are not to be understoodiaglly exclusive, because
only the central aspect of investigation is to some extefférdint. In general, researchers
dealing with robotic agents also have to solve problems tirahlanguage understanding,
planning, and human-like behavior as soon as their robots adhumanoid appearance and
are assumed to assist in social life contexts.

The members of the Arti cial Intelligence group at BieledeUniversity (the author be-
ing one of them) were traditionally interested in the lastifa rationally) approach to Al,
but with the advent of increasingly powerful computer systehe rst (acting humanly) and
second (thinking humanly) approach became ever more impidrt their research on Human-
Computer Interaction (HCI). As outlined in the beginningtlois chapter, HCI research has
led to the invention of Embodied Conversational Agents tloatbine human-like appearance
with human-like behavior. These agents are situated intaalienvironment and equipped
with a virtual body enabling them to use the same multimodatmunicative means as hu-
mans in conversation.

Before our work on the development of ECASs is presented, tidedying concepts “Situ-
atedness” and “Embodiment” are brie y discussed.

1.2.2 Situatedness and Embodiment

According to Russell & Norvig (2003), Al researchers comeer about intelligent agents
started in the late 1990s to gain interest in the “whole dgertblem again. In this view,
an agent's cognitive abilities cannot be separated frorphigsical body (embodiment) and
situational context (situatedness).

Situatedness

Researches of the so-called “situated movement” (Russ®lb&ig 2003, p. 27) focus on
“agents embedded in real environments with continuousssemgsut” (cf. Lindblom & Ziemke
2003, for a critical discussion). Of course, situatednesstraften refers to real world robots

2This idea can be traced back to Newell and Simon's proposal ‘@3eneral Intelligent Agent” (Newell &
Simon 1972) as an early paradigm of Al; see beginning of thépter.
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that are acting among us, but it also applies to softwaretsaitat are situated in the world
wide web, such as web-crawlers or auction bots in Russel amdids opinion.
With respect to the internal reasoning capabilities of&#d Al systems Wachsmuth states:

“[lt is crucial for Situated Al to deal with embodied systernthat are able to
modify their internal processing while they are coupledheitt environment by
way of sensors and actuators.” (Wachsmuth 2000, p. 55)

With our group's development of intelligent virtual agentghich are based on a strong com-
putational background in the eld of Al, these requiremeauts met.

Embodiment

Situatedness mostly involves some kind of embodiment amdsineview of Arti cial Intelli-
gence Pfeifer (2001) emphasizes the need for “Embodimemtiddern Al approaches. In his
view it is a promising challenge for Al “to build robots tharcmimic the processes of human
infant development.” (Pfeifer 2001, p. 306) The use of thentéembodiment” in Pfeifer's
opinion entails two main types of implications. First, deglwith the physical implications
means to nd solutions for the classical problems of robmtiamely the handling of all kinds
of physical forces like inertia, friction, vibrations andexgy dissipation. The second type of
implications is information theoretic and it is concerneihwthe relation between sensory
signals, motor control, and neural substrate.” (Pfeifed12(p. 297) To this respect Pfeifer
follows a general distinction between “a body and a mind”hatthe ascribes information
theoretic processes to the brain (i.e. the “neural sulesjratone, without in uence from the
body.

Recently, as Niedenthal, Barsalou, Winkielman, Krautiier & Ric (2005) point out, the
focus of embodiment has shifted from investigating the obkectual bodily states in cognition
to that of the simulation of experience in modality-specsgstems in the brain. The latter
notion is also supported by neurobiological ndings (cf.rMasio (1994), LeDoux (1996))
that will be discussed in Section 2.2. In everyday, facé&t® communication only using the
right words at the right time in response to another's stat@siis not suf cient to appear
intelligently. Our whole body is usually used for communtiica, including our tone of voice,
facial expressions, gestures and postures. In his profmsal’design-based theory of affect”
Sloman (1992) highlights that facial expressions are ats@u by involuntary mechanisms
that are not caused by deliberative processes.

In this context Reeves & Nass (1998) point out that humarmesdir treat disembodied com-
puter systems as social actors. Their study on attery, k@aneple, shows that humans have
a better opinion about computers that praise them than thaseriticize them. This effect
remains stable even if the users are made aware of the fadhthaomputer has no means
to evaluate their responses and is simply producing randomrents. Concerning the role
of emotions in the media the authors rst point to neuropblggical evidence supporting the
basic assumption that every emotion has an inherent pegitinegative quality, i.e. a “va-
lence” dimension. In combination with their studies on ‘laal” they conclude, that people
confronted with media content do react with the same vaétgmotional responses as in
face-to-face interaction between humans.

Notably, all of these studies did not involve any kind of anffomorphic interface. The
different social and emotional aspects of the computespaases were only encoded on the
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textual level, but even this very limited communicationchel was ef cient enough to support
their hypotheses.

Summary

As explained before, with the Affect Simulation Architetuescribed in this thesis the author
aims to combine different emotion theories to not only impdat affect for humanoid agents
but also to falsify the predictions of these theories. Tioee the Affect Simulation Archi-
tecture must be well-grounded on some theoretical framewbine empirical data provided
by Reeves & Nass (1998) are important in so far as they have taken into account when
designing means to evaluate embodied emotional agentsll & wiscussed in Section 5.2.

1.2.3 Embodied Conversational Agents

The term “Embodied Conversational Agents” (ECAs) was dlty introduced by Cassell

et al. (2000) (see also the introduction to this chapter different contributors to this book
discuss the complexity of generating human-like virtuatratg including the integration of

“emotion personality performativesandconversational functigh(Cassell et al. 2000, p. 2)

Pelachaud & Poggi (2002) provide a comprehensive discusdithese aspects together with
an overview of different implementations. Cassell argwegtie development of human-like
interface agents in the following way:

“Because conversation is such a primary skill for humanslaeathed so early
in life (practiced, in fact, between infants and their moghking turns cooing
and burbling to one another), and because the human bodynisely equipped
to support conversation, embodied conversational ageatstorn out to be a
powerful way for humans to interact with computers. ” (C#s3200a, p. 71f)

With respect to the state of the art Cassell (2000b) admats'the number of conversational
behaviors that we can realize in real time using animatedeisasi still extremely limited.” She
also states that “[o]Jur models of emotion, of personalitganversation are still rudimentary.”
(Cassell 2000b, p. 23). Focusing on our group's own work thestbpment of ECAs is brie y
outlined next

The Virtual Interface Agent “Hamilton”

Starting in 1993 our group headed by Professor Wachsmutimcmisly investigated the use
of agents in virtual reality contexts (cf. Wachsmuth & Ca®39Wachsmuth, Lenzmann,
Jording, Jung, Latoschik & Frohlich 1997).

In the VIENA Project (“Virtual Environments and Agents”) \@lassmuth et al. (1997) intro-
duced a virtual interface agent (VIA) called “Hamilton” (€figure 1.1), which assists the hu-
man user in a 3D virtual reality of ce presented on a compstgeen. Notably, in the VIENA
system the user interacts by means of speech and gestumalo@dion and Wachsmuth et al.

3The integration of “affective” qualities (such as emoti@msl personality) into ECAs is discussed in Chapter 3
after a clari cation of these concepts in the following clep
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Figure 1.1: The Virtual Interface Agent “Hamilton” rst ge¢s the human user, who then
points to an object on the screen, and nally Hamilton expéahe indicated object
together with a pointing gesture (Wachsmuth et al. 1997)

argue that “[ijn the presence of a human-like gure, itisural to include means of verbal in-
teraction, especially when gestural manipulation is insg@e or unnatural [..].” (Wachsmuth
etal. 1997, p. 517)

Through the Hamilton agent the otherwise omnipresent Aérsgni ed and, thus, directly
addressabile. It is situated in the virtual environment. "Biteatedness” of interface agents is
of central interest to this thesis, because simulatedtaféestates are visualized by means of
an embodied agent. Hamilton's expressive abilities, h@rewere quite limited until Kopp
& Wachsmuth (2000) integrated a knowledge-based appraadifdlike gesture animation.
Even after this improvement Hamilton was still incapabl@adfducing lip-sync facial anima-
tion or any other kind of facial expression. Together with thcreasing quality of real-time
computer graphics the human interlocutors, however, éx@eeven more human-like virtual
interface agent.

The Multimodal Assembly eXpert “MAX”

In the context of the Collaborative Research Center (SFB) @Bich was concerned with the
design of “Situated Arti cial Communicators” that “integte multimodal conversational abili-
ties for task-oriented dialogs in dynamic environmentsdgld, Jung, Lemann & Wachsmuth
2003, p. 11), the development of the embodied conversadtagent “MAX"—the “Multi-
modal Assembly eXpert’— was started (Kopp & Wachsmuth 20@&2)ce then, our group's
three-sided large-screen projection system togethers@ihisticated video-based sensor tech-
nology and speech recognition enables us to interact mastatly in virtual reality (VR) as
shown in Figure 1.2. With the positive experiences gaindd trlamilton” and based on the
increased computing power the development of an ECA witbredéd expressiveness was the
logical next step toward an even more natural interface.

In a student project the outer appearance of MAX was desigsed resemble an adult
human man (cf. Figure 1.2(a)). In his PhD-thesis, Kopp (2@@8sents an implementation
of synchronous speech and gesture animation for MAX thatisfounded in the theoretical
context and has proven to produce natural and believahlétsg&opp & Wachsmuth 2004).
MAX's gestural expressivity enables him to imitate a humateilocutor's gesture based on
a high-level abstract description of the gesture's contestiead of applying direct motion
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(a) MAX as a guide to our virtual lab “shaking hand$) MAX in the SFB 360 scenario imitating a human
with the human interlocutor interlocutor's gesture

Figure 1.2: The Multimodal Assembly eXpert MAX in two diffamt scenarios in our CAVE-
like three-sided large-screen projection system

capture techniques (cf. Figure 1.2(b)).

In her diploma thesis Lelimann (2002) started to conceptiaicognitive architecture,
which is used for modeling the cognitive abilities of MAX (dfigure 1.3). It builds upon
the aforementioned perceive-reason-act triade and endheX to combine fast, reactive
behaviors with relatively slower, deliberative ones. Téasoning capabilities are realized by
means of a “cognitive loop” (LeBmann, Kranstedt & Wachsnf@84, p. 60), which is based
on the Belief-Desire-Intention (BDI) approach (cf. Brami®87; Rao & Georgeff 1991). The
internal reasoning capabilities of this cognitive arctiitee are detailed in Chapter 6.

With respect to the integration of emotions into our ageadgnitive architecture a sepa-
rate emotion simulation system was devised in the auth@lsicha thesis (Becker 2003). As
detailed in Chapter 4 it has proven to provide a believabletem dynamics in a conversa-
tional museum guide scenario (Becker, Kopp & Wachsmuth R004%er the last four years
a number of extensions together with further empirical igtsitiave been accomplished. The
rationale for these extensions together with rst evaloadgiof their effects on humans are the
topic of this thesis.

1.3 Thesis scope and objectives

This thesis aims to provide a comprehensive, fully-impletad, and well-founded simulation
of affect for virtual as well as robotic humanoid agents. Thaceptualized architecture is
called “Affect Simulation Architecture” or, alternatiseMVASABI architecture. It builds upon
the author's existing implementation of emotion dynamwhich is integrated in the Affect
Simulation Architecture as a highly interconnected, tHoagncurrent module.

The motivation to propose such an architecture is twofobdalise the WASABI architec-
ture is (1) supposed to increase an agent's believabilityocial interaction and (2) based
on highly interdisciplinary research in the hope to helmbbshing ties between cognitive
science, psychology, neurobiology, and computer science.

10
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Figure 1.3: MAX's overall cognitive architecture as the gave-reason-act triade (Le3mann
et al. 2006)

1.3.1 Increasing believability

Humans confronted with virtual agents such as MAX naturaXyect a high degree of sophis-

tication with respect to the agent's interactive capabsit With an agent having a humanlike

face one expects facial expressions of a certain qualitgsyhel being expressed in accordance
with the situational context. Being equipped with two armd awo legs one expects the agent
to perform natural gestures in synchronization with vedral non-verbal expressions.

Our group's virtual human MAX is devised as a testbed for exahg different approaches
to naturalize human-computer interaction. He is able tdoper a variety of facial expres-
sions, lip-sync facial animations in accord with any verb#erance, tightly synchronized
co-verbal gestures, and he perceives the human interlobytmeans of a multitude of sen-
sors such as camera-based motion trackers, data-glow@sniarophones (cf. Figure 1.2).
Furthermore, MAX plans his actions based on a variety of das, which are incorporated
into a domain-independent cognitive architecture and ¢oetbwith reactive and proactive
behaviors at runtime.

To this respect, MAX resembles an adult human capable ajimatiproblem solving and
problem-focused, multimodal interaction, but social iat#ion includes an understanding and
appropriate expression of affective states and proce3sesbetter such a sophisticated hu-
manoid agent as MAX is able to take part in social interactimmore believable he will be.
This assumption—motivating the development of the WASARBh&ecture—is not taken for
granted in this thesis, but is veri ed within two empiricdldies. Computer scientists who
are interested in increasing the believability of theirmigehrough the simulation of affective
phenomena follow thbelievable-agent motii@urghouts et al. 2003).

11
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1.3.2 Interdisciplinary research

“What is an emotion?” has been asked many times within thella@ years of research on
emotions. This question is also the title of the in uentigice by James (1884).

In the aim to nd answers to this question researchers pregasvariety of theories, which
are based on introspection, intensive study of human orarbehavior, intercultural studies
of facial expressions of emotions in humans and animalgesitnyations of structures derived
from linguistic labels for emotions, neurobiological ndjs in humans and animals, among
others (cf. Chapter 2).

Beginning in the 1980's cognitive scientists as well as spByEhologists gained interest in
computer simulations of their theories (cf. Chapter 3). @atar scientists motivated by this
idea follow theexperimental-theoretical moti@urghouts et al. 2003).

With the WASABI architecture the author presents his attetoggombine different nd-
ings and conceptions of emotion psychology, neurobiolagy developmental psychology
in a fully-implemented, clearly arranged, and last but maist well-founded computational
architecture that proved to provide a useful emotion sitmefor a virtual human in two
different human-computer interaction scenarios.

1.4 Thesis structure

In Chapter 2 the interdisciplinary background—includimgdings of psychology and neuro-
biology—is presented and discussed. The physical compeaad mental abilities necessary
to capture emotions are central to this chapter's intendis@ary overview. After starting
with the assumption that emotions result from the self-gtion of bodily changes as rst
proposed by James (1884) and afterwards re ned by Canna2i7§1@ more introspective
view of emotions is adapted in the discussion of dimensitimadries of emotions. Taking
a top-down perspective by investigating the cognitivedtites and processes assumed to
underly human emotions the broad eld of cognitive emotibadries is examined next. We
then take a look at the brain, because itis central to cagritinctions of different complexity.
Reviewing and discussing recent ndings of neurobiologglgs evidence for a distinction
of at least two classes of emotions, primary and secondagg.oRurthermore, research on
emotional development supports this distinction of défdrclasses of emotions that go hand
in hand with the acquisition of increasingly complex coyeitabilities during ontogenesis. It
is also shown that rational reasoning is in uenced and mawiin be supported by emotions
that themselves make use of body-maps representing thiy Istatie within the brain.

Computational architectures for modeling emotions (magythe applied to virtual or
robotic humanoid agents) are reported on in Chapter 3. Nigt am@ the conceptual con-
siderations discussed in the light of the previous chapigralso are the different types of
physical and virtual agents reviewed.

Chapter 4 provides a suitable understanding of primary acdredary emotions together
with an explanation of the central concept of emotion dymamin explaining this dynam-
ics the distinction between mood and emotion is clari ed &od personality-related aspects
are re ected in high-level parameters of the Affect SimidatSystem. Subsequently, the
simulation of primary emotion dynamics is described togethith slight modi cations and
extensions that had to be applied to the initial conceptioBexker (2003). The integration

12
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of three secondary emotions is detailed next, before theaexiion between MAX's cognitive
component and his concurrently simulated emotion dynamiesplained. It is based on a
distinction between conscious and non-conscious appigaing for at least two different
kinds of representations realizing appraisal mechanisndifterent timescales and granular-
ities. Based on ndings from neurobiology a connection te firoposed “as-if body-loop”
Damasio (1994) is drawn supporting the conceptual distnaif body and brain. In effect, it
is reasonable to introduce the concept of conscious andconsecious emotions as resulting
from the body-brain interaction. Finally, it is outlinedvadhe conscious emotions can be-
come subject to reappraisal and how emotions in generahaagrice the cognitive processes
at different levels.

Chapter 5 rst describes the successful application of prinemotion simulation in a con-
versational agent scenario. With the positive experiege@sed in this scenario the author
applied the Affect Simulation Architecture to a more cofi&dole, non-conversational inter-
action scenario. This competitive gaming scenario is oetliin the context of an empirical
study, that was conducted to evaluate the effect of emdtamhempathic agent behavior. For
this study the integration of bio-metrical emotion recdigm and empathic agent feedback is
explained, before the results of the study are describedtaildIn the summary of Chapter 5,
an argument is given for the integration of secondary, mduttdike emotions as an extension
to the simulation of primary emotions that has proven reablm

Chapter 6 concentrates on explaining the computationadgration of secondary emotions
for which a number of changes and extensions to the cograsamell as the emotion module
of the cognitive architecture (outlined in Chapter 4) hableapplied. In result, the WASABI
architecture is introduced as a fuller account of an AffectBation Architecture and ex-
emplary utilized in the gaming scenario. The BDI-based d¢ognreasoning capabilities are
detailed and plans are presented that give MAX the abilifyrteess expectations in the gam-
ing scenario. Special purpose plans are then introducedhighvthe two-way connection
between cognition and emotion is established, leading @oetltitation and expression of
mood-congruent secondary emotions. The results of a naliecal study—comparing the
pure simulation of only primary, child-like emotions withet combined simulation of primary
and secondary emotions—are presented and discussed imctiod this chapter.

Chapter 7 concludes this thesis with a critical review of iles been achieved and how
much further this architecture might be extended in thertutu

Parts of the concepts and results developed in this thesesaleady published in (Becker
et al. 2004; Becker, Kopp & Wachsmuth 2007; Becker, Lel3mKopp & Wachsmuth 2006;
Becker, Nakasone, Prendinger, Ishizuka & Wachsmuth 2088k&, Prendinger, Ishizuka &
Wachsmuth 2005a; Becker et al. 2005b; Becker & Wachsmutb&00Becker-Asano, Kopp,
Pfeiffer-Le3mann & Wachsmuth 2008; Boukricha, Becker & Waauth 2007; Kopp, Becker
& Wachsmuth 2006; Prendinger, Becker & Ishizuka 2006).
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2 Interdisciplinary background

In his discussion of the connection between “Communicatiod Affect”, Sloman (1992)
distinguishes three kinds of theories for modelling affect

1. Design-based theories locate human mechanisms withia@e of possible designs,
covering both actual and possible organisms and also pesgh-biological intelligent
systems.

2. Semantics-based theories attempt to make sense of ticlusér of some portion of the
lexicon of ordinary language.

3. Phenomena-based theories assume that some particuthokphenomenon can be
intuitively recognized (e.g. emotional states) and theestigate other phenomena that
are correlated with it in some way, e.g. physiological caugdysiological effects,
behavioral responses, cognitive processes.

In this chapter different concepts related to emotion atérmd, resulting from the differ-
ent scienti ¢ disciplines together with their continuoyshanging methodologies. At rst the
psychological approaches are discussed. Their majotisyifao the category of phenomena-
based theories, some others into the semantics-basedetheand even fewer follow the
design-based approach. As every psychological analysesmaitions aims to be as sound
and complete as possible, none of them can be assigned tdf ¢ime @bove classes exclu-
sively. Nevertheless, in an attempt to structure the tlesdheir major conceptual approach is
classi ed with the help of the three kinds of theories aboveenever possible and useful.

2.1 Psychological background

According to Scherer (1984), the “psychological constrlatieled emotion can be broken up
into the following components:

a) The component of cognitive appraisal or evaluation ofigliand situations.

b) The physiological component of activation and arousal.

c) The component of motor expression.

d) The motivational component, including behavior intens or behavioral readiness.

e) The component of subjective feeling state.

1These three kinds of theories are not incompatible and, fusetimes combined (Sloman 1992, p. 233).
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As explained in Chapter 1 in the context of embodiment “mlesti@tes”—such as feel-
ing happy—are assumed to result from some kind of dynamitgdass cognitive processes
and bodily states. Early psychologists, who investigalesl dynamics, concentrated on the
physiological component of emotions taking into accoupieass of emotion expression and
subjective feeling state. Accordingly, their so-calledefiback theories” only provide little
information about the appraisal processes necessary boag@aan event or situation. They
belong to the class of phenomena-based theories as they—aeteast in the beginning—
mainly based on an intuitive understanding of the procasset/ed in emotion elicitation. A
comprehensive discussion follows in Section 2.1.1.

With an interest in the motivational component an overvidwhe so-called “basic emo-
tion” theories is given in the beginning of Section 2.1.2eThmensional theories (presented
subsequently) are best suited to account for the physitdbgomponent, although they also
contain aspects that represent an individual's “subjed&eling state”.

The (cognitive) evaluation of stimuli is central to the daf emotion theories labeled “ap-
praisal theories” discussed in Section 2.1.3.

2.1.1 Feedback theories

William James (1884) and Carl Lange (1885) almost at the damebrought up the theory
that a brain alone would not suf ce to generate emotions.hkirtopinion, bodily changes
(e.g. in the viscera but also by means of facial expressemesot the result but the necessary
precursor of felt emotions. This is often summarized by: \&e'ttcry because of feeling sad,
but we feel sad because we cry. With a series of experimeiststttict—and for most peo-
ple contra-intuitive—sequence of body-cognition dynama@s criticised and re ned, most
prominently by Walter Cannon (1927). The original theoryJames (1884) as well as an
outline of the neo-jamesian theories are presented next.

The James-Lange-Theory of emotions

In the rst part of his in uential article, James (1884) exptly limits his theory to so-called
“standard emotions”, which are characterized by “distmmdily expressions” such as facial
expression or quickening of pulse or breathing. He ackndgés the existence of emotions—
the non-standard emotions one might say—that are assumieel ‘loound up with mental
operations, but having no obvious bodily expression for tensequence [..].” This important
limitation is often disregarded in later discussions of tiieory. The non-standard emotions
are seen as the product of “processes in the ideationaleseatclusively” that reside within
the brain. For example, the “intellectual delight” or “toent” are assumed to occur after a
problem is solved or has to be left un nished. In Section Bi2 tlistinction is reconsidered in
the discussion of the two different classes of emotionsp@ry and secondary.

The standard emotions, namely “surprise, curiosity, napttear, anger, lust, greed, and
the like” (James 1884, p. 189), are proposed to purely résautt the perception of bodily
changes (cf. Figure 2.1). These changes directly follonpreeption of the exciting fact in
form of re exes that are based on predispositions of the ogs\system, so-called “nervous
anticipations” (James 1884, p. 191). James supports hisafiennate predispositions as the
origin of bodily arousal with Darwin's studies on emotionpegssion (presumably Darwin
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Figure 2.1: James's reversal of common sense and his “fekdtteeory” (adapted from
(Parkinson et al. 2005, p. 5))

(1898)). Interestingly, he also mentions a “mental moodih@soutcome of even the slightest
emotional reverberation:

“[T]he various permutations and combinations of which ghesganic activities
are susceptible, make it abstractly possible that no shb@enotion, however
slight, should be without a bodily reverberation as uniquigen taken in its total-
ity, as is the mental mood itself.” (James 1884, p. 192)

Although James did not work out the details of this differatmdn between mood and emo-
tions, it is important to note that the idea of mood being ienced by emotions appears
already in such early psychological writings.

His claim of emotions as felt bodily changes contradicts wmm sense (cf. Figure 2.1) and
James himself discussed the following possible objections

1. If the emotion is nothing but the feeling of the re ex badéffects of its “object” by
means of connate “nervous anticipations” (see above)nitbeaobjected that “most of
the objects of civilized men's emotions are things to whichvould be preposterous to
suppose their nervous systems connately adapted.” (Ja&8Bds[. 194)

2. “Is there any evidence [..] for the assumption that paldic perceptionglo produce
widespread bodily effects by sort of immediate physicalience, antecedent to arousal
of an emotion or emotional idea?” (James 1884, p. 196)

3. “[A]lny voluntary arousal of the so-called manifestasaof a special emotion ought to
give us the emotion itself.” (James 1884, p. 197)

4. “Since musical perceptions, since logical ideas, canediately arouse a form of emo-
tional feeling [..] is it not more natural to suppose that lie ttase of the so-called
'standard’ emotions [..] the emotional feeling is equallymediate, and the bodily ex-
pression something that comes later and is added on?” (Je88dsp. 201)
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Concerning the rst objection James emphasizes the vargouwgl environments in which
humans are subject to development. He further proposesitinaiy phylogenesis the emo-
tion's eliciting conditions might have changed from dirg&rceptions of vitally important
events, such as the offering of food or the threatening wkhite, to more abstract types of
rewards and punishments, e.g., being awarded a honorargedeggetting cut in the street.
He summarizes:

“What the action itself may be is quite insigni cant, so loag | can perceive in
it intent oranimus Thatis the emotion-arousing perception; [..]” (James 1884,
p. 196)

This notion of perceived intention can be interpreted asnal kif fast schematic appraisal
and is also found in recent cognitive theories of emotiong. (©rtony, Norman & Revelle
2005; Scherer 1984) discussed in Section 2.1.3. Theseisgjgahema are understood as the
product of phylo- and ontogenetical development and thiignen of these social factors of
emotional development is discussed in Section 2.2.

The other three objections were later also brought up in evaige terms by Cannon
(1927¥, who proposed an alternative theory. Notably, James hfsed already propos-
ing to conduct empirical studies in order to falsify his feadk theory and many researchers
in the beginning of the 20th century followed his advice.

The neo-jamesian theories of emotion

Cannon's critic was widely accepted to speak against theeddrange-Theory and, conse-
quently, the idea of bodily feedback as a necessary and ieslampinion also suf cient
condition for the elicitation of felt emotions was not fugthinvestigated. In the 1960s a
new kind of feedback theory was worked out by different stgs and is today commonly
labeled “facial feedback hypothesis” (McIintosh 1996). éwtng to this hypothesis, facial
expressions and not visceral changes are seen to be a mgamsataleast possible factor in
emotion elicitation. In his comprehensive discussion Mash (1996) states four questions,
which refer to the four common general proposals relate@dd¢@f feedback. Three of them
are discussed next.

Does facial con guration  correspond to emotions? Based on studies using fa-
cial electromyography (EMG) several researches providedeace that facial expressions
not only consistently change together with particular eamst, but also predict self-reported
emotions. Most notably, the well-known studies of Ekmane$en & Ancoli (1980) led to
the proposal of so-called “basic emotions”, which have Hesguently criticized and re ned
later on (Ekman 1992, 1994; Ortony & Turner 1990). Ekman @e9%upports his theory of a
set of distinguishable “basic emotions” with culture-irigat “distinctive universal signals”.
According to Ekman (1999b), distinct facial expressionsasfeund for the six basic emotions
happiness, anger, fear, sadness, disgust and surprise.

Ekman analysed the results of seven independent studieSiamwhe members of 31 dif-
ferent groups in 21 countries were asked to select one emigtim from a short list of six to
ten emotion terms translated to their own language to labécdacial expressions. Due to

2A comprehensive discussion of Cannon's critic can be foar({@/ieyer, Reisenzein & Schiitzwohl 2001).
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this procedure, Ekman's basic emotion theory has to beiddsss a semantics-based theory,
starting from language terms and not from a phenomenon &eioase of the James-Lange-
Theory.

The proposed set of basic emotions, however, is in pringiptdimited to these six basic
emotions. First, Ekman presents a list of eleven “charesties which distinguish basic emo-
tions from one another and from other affective phenomeB&iman 1999a, p. 56f) and then
explicitly does not allow for “non-basic” emotions and ¢les that “all the emotions which
share the characteristics | have described are basic.” Heoaitn of this thesis only the six
basic emotions explained above are important and the guestihow many other emotions
might exist and be classi ed is postponed to Section 2.1.2.

Does facial movement modulate emotions in the presence of other emotional
stimuli?  Ifan emotion is already stimulated one might ask whetheatoempanying facial
display also feeds back on the emotional experience itgelontrast to the question above
only this effect could be labeled “facial feedback”. Mclsko(1996) notes that this feedback
could manifest in two different ways: either the intensityaoprevailing emotion could be
changed or the quality of the felt emotion itself. Most sasjihowever, concentrate on the
intensity effects.

Strack, Martin & Stepper (1988), for example, asked thebjetts to hold a pen in their
mouths while reading a cartoon. One group was advised to thelgen with their teeth
resulting in a facial con guration similar to a smile whilag members of other group had
to use only their lips such that a facial expression is predothat is similar to a sad face.
Members of a control group had to hold the pen in the non-dantihand during reading the
cartoon.

The results not only show the postulated in uence of fac@l guration on felt emotions,
but also that this facial feedback operates only on the @ffeand not on the cognitive com-
ponent of humor response. This interpretation once agajgesis to distinguish at least two
components in emotion simulation: a bodily-grounded,cife component and a cognitive
component.

Is facial action necessary for the presence of emotions? Mclntosh gives a very
good counter-example for this strong claim: “People exgere emotions during times of
facial paralysis, most commonly in REM dreaming when therstiiate muscle paralysis.”
(Mcintosh 1996, p. 131) But he also mentions the possiltitigt the central nervous system
(CNS) representations of facial expressions could alrdsguf cient without the need to
produce actual facial motion. This idea is supported by tbekwf Damasio (1994), which is
discussed in Section 2.2.

Conclusion

The necessity or—in the extreme—suf ciency of bodily feadk in the elicitation process of
emotions is not nally being agreed upon. The previouslylioed ongoing discussion has
rst led to a much weaker position concerning bodily feedhatamely, that it is supportive
for felt emotions. During the investigation of the procesgsowever, two aspects recurred
that are of special interest to this thesis:
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1. Often some longer lasting, diffuse aspect of emotionglkedrnce is mentioned and
consistently labeledhood It is always considered as an in uencing factor in emotion
elicitation and often associated with bodily states or psses such as general arousal
level.

2. On the one hand, the initially introduced class of “staddamotions” (James 1884,
p. 189) affords a principal distinction of at least two ckssf emotions. On the other
hand, Ekman's “basic emotions” (developed in the contexhef“facial feedback hy-
pothesis”) are described as independent seed crystalsréhtite product of evolution.

The second aspect suggests to further investigate howreks@ation can be conceptualized,
ifitis not suf cient to rely on distinctive patterns of bdgifeedback. One might be tempted to
ask: Is there a set of emotions that are more “basic” tharrgth&re non-basic emotions—if
existent—to be described as mixtures of basic ones? Thesstigus provoked an ongoing
debate over the last 25 years and some aspects of this debatis@issed next.

2.1.2 Basic emotions and dimensional theories

Ortony & Turner (1990) distinguish two conceptions underdythe assumption that emotions
can be grouped into basic (or primary, fundamental) oneshanebasic (or secondary) ones:
biological primitiveness based on the evolutionary origfibbasic emotions and psychological
primitiveness, that is, basic emotions as “irreduciblestibments of other emotions.” (Ortony
& Turner 1990, p. 317) The previously described theory of Bkr(l.999a) is based on the rst
conceptiod. The second conception is also called the “palette theognudtions” (Scherer
1984), because basic emotions are comparable to a set of dmsrs out of which other
secondary emotions/colors are mixed. Most proponents sit lsanotions, however, do not
subscribe themselves to only one of the two conceptionsaltiuer argue that these conceptions
support each other.

Starting with McDougall (1919) the conception of basic eioras being understood as psy-
chologically primitive building blocks has found a numbépeoponents (Meyer, Schitzwohl
& Reisenzein 2003; Reisenzein 2000a). In the following Hik's theory is examined as a
representative of this class of emotion theories.

Primary emotion \ Basic behavioral pattern \

Acceptance Incorporation
Fear Protection
Surprise Orientation
Sadness Reintegration
Disgust Rejection
Anger Destruction
Anticipation Exploration
Joy Reproduction

Table 2.1: Eight primary emotions and their underlying ptgpe functional patterns of be-
havior

3A further discussion of the ontogenetical aspects of emetis presented in Section 2.2.2.
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A structural model of emotions

Plutchik (1980) rst distinguishes “eight basic prototyjpenctional patterns of behavior”
(Plutchik 1980, p. 152) that are the product of evolution g rise to eight basic—or in
his own terms primary—emotions. He then proposes to usespéctive language to name
his eight primary emotions as given in Table 2.1.

To this respect he follows the rst conception mentionedwsbassuming biological prim-
itiveness. In his further explanations he compares hisemian of emotions with color rep-
resentation in three-dimensional space of hue, saturanodnintensity/value (cf. Figure 2.2,
right), which is a common concept in computer science (Schwzowan & Beatty 1987).

Figure 2.2: Plutchik's three-dimensional structural mlooieemotions (left, after (Plutchik
1980, p. 157)) compared to the HSV color space (right, aftéip&/dia (2008))

With respect to his idea of “primary emotions” Plutchik poges the following analogy:

“[ltis necessary to conceive of the primary emotions as@g@us to hues, which
may vary in degree of intermixture (saturation) as well dsnsity. The primary
emotions vary in degree of similarity to one another, jusi@€olors. Emotions
also have the property of bipolarity, or complementarisyda colors.” (Plutchik
1980, p. 153)

These eight emotions correspond to the eight “primary emnadimensions” that are ar-
ranged to each other on the basis of bipolarity and simylafiutchik (1980) refers to the
underlying behavioral response tendencies to explaingfample, that “anger” and “fear”
are bipolar, because anger leads to attack and fear to waitladlr Consequently these two
primary emotions lie on opposite sides of the emotion coesgmted in Figure 2.2, left.

When following the intensity axis (labeled “V” for value ingtre 2.2, right) from bottom
to top the diversity of emotions is assumed to increase begetith higher intensity. Starting
with low intensity and a hue of disgust, for example, resultboredom. Higher intensity
given the same hue leads to loathing. The proposed effeatofagion, however, remains
underspeci ed, because the closer one gets to the centeg obne the less distinct an emotion
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is. In case of zero saturation and maximum intensity (respedy value) all primary emotions
are equally involved and this emotional state is called ‘icthas represented by “C” in
Figure 2.3.

Emotion compounds How to decide for similarity of emotions depends on the typies
measures used, which may be based on facial expressionbjectste feeling of perceived
emotions. The concept of “dyads” is introduced (Plutchi®@9p. 161) to refer to mixtures
of any two types of primary emotions in a similar fashion as @elors can be mixed out of
two basic colors. Primary dyads result from the mixture ob &adjacent primary emotions,
secondary dyads are built out of primary emotions that ae semoved on the circle and
tertiary dyads result if the primary emotions are twice regath In Figure 2.3 all primary
dyads are given outside of the circle.

Figure 2.3: Primary dyads formed by the combinations of@hapairs of primary emotions
(Plutchik 1980, p. 164)

At this point the problem of naming becomes even more obscline primary dyad that
results from fear and acceptance is labeled submissiofriguire 2.3), a term that refers to
personality related aspects in social psychology (seen)el®lutchik is well aware of this
dif culty and states:

“Perhaps our language does not contain emotion words ftainezombinations,
although other languages might. Certain combinations nmyoocur at all in
human experience, just as chemical compounds can be formigdnocertain
limited ways. [..]

One other important point might be made about [..] a problénoat identical
with that [of developing] a system for the numerical speation of what a color
looks like to the ordinary man or woman. [..] The average daim a small
number of selected observers provided an imaginary stenulaserver and all
results [..] are adjusted so as to satisfy the requireménkssostandard observer.
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[..] Perhaps a similar system may be developed for the psggh@f emotions.”
(Plutchik 1980, p. 161)

With these statements Plutchik reveals his motivationdiggesting a nite set of basic emo-
tions. He believes that his emotion model together with tteppsed combinatorial method
covers all aspects of emotional life. This, however, makescessary to Il some gaps with
such non-emotional or at least questionable concepts agpation and surprise. A table
with lists of basic emotions that were proposed by diffepmytchologists during the last cen-
tury (Ortony & Turner 1990, p. 316) shows how different thegsed sets of basic emotions
are. Also the basis for inclusion differs considerably amtre different theories. For James
(1884) the basis for inclusion is listed as “bodily involvent” where as in case of Ekman
et al. (1980) it is “universal facial expression” (see alsztibn 2.1.1). As Plutchik’s list of
eight fundamental emotions is based on the “relation to tdapiological processes” the
divergence to the other sets of basic emotions is explanabl

Summary Although Plutchik's model is debatable some of the undagdydeas are agreed
upon and can, thus, be found in other theories as well. IneTald three aspects are described
that are further elaborated.

Aspect Description

Intensity The intensity of an emotion is often disregarded or at leastas
important as it should be in other models of emotion.

Mixed emotions | Although itis not agreed that secondary emotions can beithesian
terms of a mixture of primary ones, it is nevertheless agtieattwo
or more emotions, primary or secondary, may coexist at angngi
moment in time.

Basic dimensions The idea of identi able basic dimensions that are undegyamo-
tions is followed in this thesis as well, but these dimensida not
correlate with some kind of fundamental emotions.

Bipolarity It will be argued that the emotional dimensions introducegtrare
also bipolar.

Table 2.2: Positive aspects of Plutchik’s structural madeimotions

What the structural model misses is the temporal developwfeamotions, in terms of
actual development at a given moment in time as well as ontigal development. This
emotion dynamics is investigated next in the context of la@okind of dimensional theories.

Wundt's three-dimensional theory

Before William James (1884) brought up his idea of bodilydfegck as discussed in Sec-
tion 2.1.1, Wilhelm Wundt (1863) already argued that naghiwould be more incorrect as to
understand emotional life as the sum of essentially unceinlg elementary feelings. Accord-
ing to (Wundt 1863, p. 243), the qualitative richness ofifegd results from mutual interaction
of simultaneous as well as consecutive feelings and, thergf in principle inexhaustible.
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The original idea  Wundt (1863) used the psychological method of “introsmectiwhich
was disregarded in the beginning of the 20th century fordgpn much based on subjectivity
to allow for scienti cally valuable insights. This differee in methodology explains the dis-
crepancy to newer emotion theories, for example, Ekmaesrthof basic emotions detailed
above. Ekman (1999a) is focusing on the inter-subjectigelessible behavior to derive his
set of six basic emotions whereas Wundt concentrates oriagesubjective quality that is
experienced through introspection.

AXis Description

1. pleasure $ displeasure Quality or hedonic valence of emotional experience
(Lust$ Unlust)

2. excitemer® inhibition | Level of (physiological) arousal or (neurological) actica
accompanying an emotional experience

(Erregung$ Beruhigung)

3.tension $ relaxation | Temporal aspect of the emotion eliciting event
(Spannung Losung)

Table 2.3: Wundt's three principal axes together with tleé@mentary feelings

In Wundt's words, nothing would be more misleading than destgy emotional experience
as “the sum of essentially invariable elementary feeling®undt 1863, p. 243) To this respect
he does not follow the distinction of basic and nonbasic @netas discussed above. Wundt's
theory belongs to the class of phenomena-based theorig@st@duced in the beginning of
this chapter on page 15), because his “distinction of eléangrand nonelementary feelings
is purelyphenomenologicah character [..].” (Reisenzein 1992, p. 144). He furthealgpes
emotional experience and postulates a subjective feetatg,swhich Russell (2003) labels
“core affect”.

To capture the subjective feeling state Wundt introducesctimcept of a so-called “total
feeling™ as the momentary mixture of potentially con icting feelistates and considers it
to consist of a certain quality and intensity (Wundt 1863289). Elementary feelings, in
the contrary, are assumed to constitute the three prinaiea described in Table 2,3vhich
form an orthogonal, three-dimensional emotion space pteden Figure 2.4.

A momentary emotion is represented within this three-disn@mal emotion space by a
single point. A concrete event, however, always results ‘ioestain, continuous course of
feeling” and in principle describes a trajectory that “regents the feeling state in any given
moment® (Wundt 1863, p. 245). It most often starts and ends in thetmdiarigin.

The exemplary course of feeling indicated in Figure 2.4 bggyith an increase of excite-
ment, displeasure and tension. Then a phase of decreasiitgne&nt is accompanied by
increasing pleasure, before relaxation (as indicated éyltited part of the curve) leads back
to the point of origin. Also assumed possible are coursesraftion that continue another
course, which did not nish at the point of origin.

4German: “Totalgefuhl”

STranslations taken from Reisenzein (1992)

5German: “Indem ein einzelner Punkt nur ein momentanesl@&izeichnet, wird aber irgendein konkretes
Geschehen immer in einem bestimmten, stetig zusammeahédag Gefuhlsverlauf bestehen und im allge-
meinen durch eine Kurve dargestellt werden kdnnen, digefien Augenblick die Gefiuihlslage angibt.”
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Figure 2.4: The three principal axes of orthogonal emotpacs (Wundt 1863, p. 246)

Notably, Wundt does not explain where single emotions afgettocated in this abstract
emotion space and he also does not tell how an emotion'ssityamight be determined given
that some emotionally relevant event or object is perceiedReisenzein's structuralists re-
construction of Wundt's theory (Reisenzein 1992, 2000bs&missing features are discussed
and a number of solutions presented. Reisenzein (1992% gimeinformal description of
Wundt's theory of emotion taking Wundt's later writing in@count. During the discussion
he explains that Wundt adopted a “dualistic view of the eletmef consciousness” (Reisen-
zein 1992, p. 143) in that he proposed the existence of twaskir psychic elements resulting
from psychological analysis: sensory elements or sensaf@.g. touch, tone, heat or light)
and affective elements or simple feelings (e.g. sensorgsple or displeasure possibly ac-
companying simple sensations). Reisenzein further exglai

“All nonelementary conscious experiences were viewed bydlVas complexes
or compounds of these kinds of psychic elements. Complekssrsory ele-
ments were called ideasdrstellungely complexes of feeling elements, emotions
(Gemutsbewegunggn Three subtypes of emotions were distinguished: Com-
pound feelingsusammengesetzte Glele), affects Affektg, and volitions Wil-
lensvorg@ngg. Whereas compound feelings are products of a momentasy sta
[see "'momentary emotion' introduced above], affects anlitions are mental
processes, that is, characteristic, temporally extenelgdesrces\erlaufsformeh

of (compound) feelings (see also Wundt 1863, p. 99).” (Reise 1992, p. 143)

This idea of two independent psychic elements or compongasstaken up again many
decades later. Zajonc (1980) refers to Wundt when he prepsegarate and partially inde-
pendent systems, which control affect and cognition anéhamencing each other in a variety
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of ways. He summarizes Wundt's idea with the label “affezfrimacy idea” (Zajonc 1980,
p. 152) highlighting the assumed precedence of affect befognitions.

Furthermore, in Zajonc's interpretation, it is this indeagent and parallel process of af-
fect generation outlined by Wundt that turns cold cogngiamto hot ones. He explicitly
concentrates on the “class of feelings” that are “involvedhie general quality of behavior
that underlies the approach-avoidance distinction.” Te téspect his approach is much less
differentiated than Plutchik's structural model of emasowhich is based on eight basic be-
havioral patterns listed in Table 2.1 on page 20. Consetu&ajonc admits ignoring “other
emotions such as surprise, anger, guilt, or shame” and kbe In summary, he presents a
considerable amount of empirical ndings that let him ar@gginst treating affect “as unal-
terably last and invariably post-cognitive.” (Zajonc 1980172) To explain the automatism
with which affective responses are generated, he referseteds work on the unconscious.
The distinction between conscious and unconscious primgessmportant for this thesis as
well—is reconsidered in Section 2.1.3.

Other dimensional theories

Even before Zajonc's considerations of “affective prima&chlosberg (1954) closely exam-
ined theactivationdimension (cp. second axis in Table 2.3, p. 24) in his propaoisdhree
dimensions of emotion”. The three dimensions pleasantuegdeasantness, level of acti-
vation, and attention—rejection form a three dimensiopats as presented in Figure 2.5(a).
Based on ratings of emotional pictures he nds that unpletsss is correlated with higher
arousal than pleasantness. Mirth is located at an inteatetivel whereas contempt is be-
lieved to combine pleasantness with rejection and consistther low activation. The third
axis “activation” is considered necessary to distinguisbitie expressions that are not sepa-
rated by the original two axes; for example, grief, pain, aoffering all have the same P-U
and A-R values, but grief is considerably below the other éxpressions in level of activa-
tion.” In general, the activation dimension ranges froneplat its low end, over alert attention
at its middle, to strong emotions at its high end.

The similarity of Schlosberg's concept to Plutchik's stwal theory of emotions (cp. Fig-
ure 2.2, p. 21) is apparent and also Schlosberg comparesthiateon dimension with the
intensity dimension of color space. Schlosberg, howewssaot propose a fundamental set
of basic emotions, but rather arranges a theoreticallyeédrset of dimensions—similar to
Wundt—in such a fashion that a cone-shaped space of sugédetling is formed.

Concerning the possibilities to detect activation and tieblems to detect any other dimen-
sion, Schlosberg (1954) summarizes:

“Neither skin conductance nor any other physiological meag.] has yet given
us much beyond the intensitive dimension. Further reseaway furnish such
evidence, but for the present we may pro tably turn to fa@apression to nd
the qualitative dimensions along which emotion may varyre;igve have good
evidence that the whole range of expressions may be dedaraeer well in
terms of a roughly circular surface, whose axes are pleasastunpleasantness
and attention-rejection. We have some idea how level ofaiitin comes into this
gure as a third dimension, but further research is needed,lteo.” (Schlosberg
1954, p. 87f.)
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(& “Three dimensional gure” (after(b) The circumplex model of core affect (after (Russell &
(Schlosberg 1954, p. 87)) formed by thHeeldmann Barrett 1999, p. 808)) formed by the dimensions
dimensions “pleasantness—unpleasantnegtpleasant-unpleasant and activation-deactivation
“attention—-rejection”, and “level of activa-

tion”

Figure 2.5: Schlosberg's three dimensional gure of emagiloexpression and Russel's two
dimensional circumplex model of core affect.

Further evidence for a circular, two-dimensional modelrmbé&ons was provided by Rus-
sell (1980). His circumplex model of core affect (cf. Fig#(b)) consists of the two dimen-
sions pleasant-unpleasant and activation-deactivatlotably, he argues against the necessity
of a third dimension and claims that the second dimensiohasdf activation-deactivation
and not that of attention-rejection as postulated by Stigas(1954). This interesting differ-
ence is backed up by Russell (1980) with a number of lateiesuoh which the two separate
dimensions attention-rejection and activation were oftetistically indistinguishable. Fur-
ther support for the importance of the two dimensions pleia&ss and activation comes from
Osgood, Suci & Tannenbaum (1957), who conducted studiee@measurement of mean-
ing in natural language. They found the dimensions evalna#ictivity and power to be major
components of meaning. The third dimension is subject t@mrgdiscussions in psychology,
because different studies relying on different methodsdodifferent interpretations concern-
ing the meaning of the third dimension.

One might now be tempted to ask why such a third dimensionedext at all?

Russell & Mehrabian (1974) examined the difference betweaager” and “anxiety” (the
last of them being quite similar to the emotion “fear”) to @egfor a third dimension labeled
dominance In their study their subjects at rst had to read a desanipf a situation. After
imagining themselves to “actually [being] there” and gegtfinto the mood of the situation”
(Russell & Mehrabian 1974, p. 80), they had to rate theiiifiglon 21 adjective pairs measur-
ing emotional state§.Russell & Mehrabian (1974) hypothesized that the diffeecnetween
anger and anxiety could be found in reported level of donsearBy means of regression
analysis they found that anger has a signi cantly positis@ant of dominance (+.09) and

“Due to this method, the resulting three-dimensional emdtieory is most likely to be attributed to the class
of semantics-based theories as introduced in the begimitings chapter.
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anxiety a signi cantly negative amount of dominance (-.1R)easure and arousal, however,
were both equally signed; -.74 pleasure and +.36 arousarfger, -.54 pleasure and +.49
arousal for anxiety. In the discussion of their results thtaye:

“These data provide direct support for all aspects of thgppsed hypotheses:
both anger and anxiety contain high arousal and low pleastine distinction
between anger and anxiety lies along the dominance dimenaioger involves
high dominance, anxiety involves submissiveness. Thelsnrabhgnitudes of the
coef cients for dominance [..] are partially due to our eeice on the physical
gualities of situations to vary dominance-submissiverfiesbngs. Social situa-
tions contain greater variations along dominance-subweisess and thus provide
a better test of the hypothesized effects.” (Russell & Mbiaa 1974, p. 81f.)

When comparing this argumentation to the locations of “Ahgad “Fear” in Russell's
circumplex model (cf. Figure 2.5(b)), the dif culty in regsenting emotions in a space of
only two dimensions is apparent. Fear and anger lie relgitalese to each other in pleasure-
activation space. In pleasure-attention space, howefeFigure 2.5(a)) the same two “basic”
emotions are much better distinguishable.

A further investigation of the three dimensions pleasuspldasure, degree of arousal, and
dominance-submissiveness, undertaken by Russell & Menb977) yielded evidence that
they “are both necessary and suf cient to adequately de ne#onal states.” (Russell &
Mehrabian 1977, p. 273) They report on the replication oirtpreevious ndings that “anger
(hostility, aggression) involved a feeling of dominancéheneas anxiety (fear, tension) in-
volved a feeling of submissiveness.” (Russell & Mehrabi@id7, p. 282) Furthermore, they
take these facts as “especially important in establishivegrtecessity for the dimension of
dominance-submissiveness for a comprehensive descripfiemotional states [..].” This
study was not limited to the two emotions “anger” and “anXieind accordingly they present
a table of 151 terms denoting emotions. A selection of thexsed is presented in Table 2.4.

The emotion terms written in italics in Table 2.4 are of spEiciterest to this thesis, because
they are quite similar to Ekman's proposed set of six basiot@ms (cp. Section 2.1.1). The
emotion “disgusted” (number 75 in Table 2.4) is consideress limportant for the Affect
Simulation Architecture of a purely virtual embodied agent

In Figure 2.6 the six emotions “Happy”, “Anxious”, “Surped”, “Angry”, “Fearful”, and
“Sad” are located in the three-dimensional emotion spadeciwis spanned by the bipolar
dimensions “pleasantness-unpleasantness” (labeled dFPan“arousal-sleepiness” (labeled
+A and -A), and “dominance-submissiveness” (labeled +D 4 The dominance values
of emotions represented by a circle in Figure 2.6 are mankd@lble 2.4 with a star, because
they do not differ signi cantly from zero. This is especialhteresting for emotion number 50,
“Anxious”, which was argued to bear a signi cant degree dimissiveness in the study before
(cf. Russell & Mehrabian (1974)). Number 52, “Surprise=—ence again—a questionable
emotion term, because its dominance value does not diffar santly from zero, as indicated
by the circle in Figure 2.6. All other four emotions were schlip or down to the top or bottom
of the dominance axis according to the sign given in Tablef@.4heir dominance values.
Thus, “Happy” and “Angry” are the only emotions with posdidominance and “Fearful” as
well as “Sad” have negative dominance values or, to stateattier terms, come along with a
feeling of submissiveness.

8From now on the term “PAD space” will be used to refer to thisoéion space.
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Pleasure Arousal Dominance

Term Mean| SD || Mean| SD || Mean| SD

20. Joyful 76 | .22 .48 | .26| .35 | .31
24. Friendly .69 | .23| .35 |.28| .30 | .27
31.Happy 81 |.21|| 51 |.26| .46 | .38
41. Enjoyment g7 | A7\ 44 | 26| .42 | .29
50. Anxious .01* | 45| .59 | .31 -.15* | .32
52.Surprised 40 | .30 .67 | .27 -.13* | .38
59. Relaxed .68 |.30| -.46 | .38 | .06* | .49
75. Disgusted -60 | .20|| .35 | .41 .11* | .34
82.Angry -51 |.20|| .59 |.33|| .25 | .39
84. Enraged -44 | 25| .72 | .29 .32 | .44
93. Cold anger -42 | .29 .67 | .27| .34 | .44
96. Frustrated -64 | .18|| .52 |.37| -.35 | .30
97. Distressed -61 |.17|| .28 | .46| -.36 | .21
101.Fearful -64 | .20|| .60 |.32| -.43 | .30
120. Angry but detacheql -.42 | .22 | .28 | .41 -.03* | .33
121. Confused -53 | .20|| .27 |.29| -.32 | .28
126. Depressed -72 | .21 -.29 | .44 | -.41 | .28
132. Bored -65 |.19| -62 |.24| -33 | .21
151.Sad -63 | .23|| -.27 | .34| -.33 | .22

Table 2.4: A selection of terms denoting emotions in termplefsure, arousal, and domi-
nance (Russell & Mehrabian 1977, p. 286ff). Emotion termgallics are further
discussed in the text.

* The mean does not differ signi cantlfp < :01) from 0:0.

Although this representation might appear convincing,reatively high values of stan-
dard deviation (labeled SD in the respective columns of@2bd) are problematic. Gehm &
Scherer (1988) critically observe “that any kind of factoalytic or multidimensional scaling
technique depends almost exclusively on the kind of matdrad is put into the analysis for
its outcome.” (Gehm & Scherer 1988, p. 100) Consequentlyhéir study a “fairly com-
prehensive list” of 235 German emotion-describing adyestiwas used. Furthermore, they
highlight the importance of intra- and inter-individuaffdrences in the nature of the semantic
emotion space. Using clustering techniques similar todhagplied by Russell (1980), they
found that “the degree of inconsistency increases with agetfaat subgroups of participants
with similar education tend to judge similarly.” (Gehm & Sebr 1988, p. 105) With regard
to the circumplex model of Russell (1980) they state:

“Although Russell repeatedly found a rather systematigcstire (a circumplex
model) of the 28 items he investigated, we could in no caskcegp his ndings

with our more comprehensive list of items: Neither the carmration of the total
sample or the subsamples nor the adjectives used by Russesélhwere ordered
circulary in our study.” (Gehm & Scherer 1988, p. 106)

The results of their multidimensional scaling yields evide for two major dimensions as
well, but Gehm & Scherer (1988) propose to label these dimasswith “hedonic valence”
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Figure 2.6: Three-dimensional emotion space (PAD spacshant) formed by the dimen-
sions “pleasantness-unpleasantness” (+P, -P), “arclsgpiness” (+A, -A), and
“dominance-submissiveness” (+D, -D) (as proposed by Rugsélehrabian
(1977)) together with six emotions of Table 2.4

and “power/control” (Gehm & Scherer 1988, p. 108). Theiklatidenti cation of an inde-
pendent activation dimension is assumed to result fromesn gelection criterion: Synonyms
and adjectives expressing slight differences in intengéie deliberately excluded. It is there-
fore not surprising that Gehm & Scherer (1988) propose altetiral model of emotion space
(cf. Figure 2.7), in which the activation dimension is imeted as the connection between
the two other dimensions.

The rst dimension is labeled “hedonic valence” and rangesif“predominantly unpleas-
ant” (at point A) to “well being” (at point B). High level of aurol/powef leads to “happy
excitement” (at point D) whereas low level of control/powssiabeled “con ict” in Figure 2.7.
The third dimension of “activation” is spanned between thteagonal edges of the previous
two dimensions with adjectives closer to the hedonic vaatimension containing lower and
adjectives close to the control/power dimension highavaton. Gehm and Scherer's tetra-
hedral model is, thus, more similar to Schlosberg's ematmme (cf. Figure 2.5(a), p. 27) than
to Russell and Mehrabian's three dimensional model (cpurfei@.6).

Recently, Scherer, Dan & Flykt (2006) have pointed out thasthmesearchers proposing
dimensional emotion representation did not discuss thegsses that underly their subjects’
ability to rate the emotionally relevant adjectives or pies. How does a human appraise
a given object or situation? Are there different levels adqassing accounting for different

®This dimension is also labeled “dominance” by Gehm & Sch¢r@88) in accordance with Russell & Mehra-
bian (1977). In the context of Scherer's Component Procesddllof emotions (cf. Scherer (1984), Scherer
(2001)) discussed below, however, control and power aegpneted as two independent components in the
appraisal process.
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conflict

dimension 1l
(control / power)

happy excitement

activation

A L2 N\ B

well being

predominantly dimension |
unpleasant (hedonic valence)

Figure 2.7: Tetrahedral model of subjective emotional sg&ehm & Scherer 1988, p. 112)
formed by the dimensions of hedonic valence (from B to A),tcalfpower (from
D to C), and activation (connection of the two orthogonalesjg

types of emotions? What timescales can be distinguishedamhich basis? After some
concluding remarks on basic emotions and dimensionaliggdhese questions are discussed
in the light of appraisal theories of emotions in the nextisec

Summary and Conclusion

The previous discussion shows that the arguments in favef'pdlette theory of emotions” as
proposed e.g. by Plutchik (1980) and explained in Sectidr2zre relatively weak. Although
it seems plausible to assume some kind of biological pritess underlying emotional be-
havior, this behavioral basis must not be overemphasizéeén{for example, it is better not
to run but to stay with the group when facing danger and egpeing fear. The idea of basic
dimensions adequately capturing basic elements of feltiemdiowever, could nd a good
number of proponents and critics over the last century.

Hue/Pleasure/Valence dimension The rst and most important component is widely
agreed upon to denote valence of emotion. An emotion is aweéier positive or negative.
What exactly it is that lets a subject judge a given emotideah or a presented emotional
picture as positive or negative is not so clear. Subjectsamneetimes instructed to imagine
themselves in the described situation (Russell & Mehrathi@rd), in other studies (Gehm
& Scherer 1988; Russell 1980) they have to rate differerdgctigins of emotional terms or
adjectives. The rst approach focuses on the subject'sesttbve feeling state, in the latter
case a more cognitive appraisal of a given term’'s emotiomahotative meaning is acquired.

These differences play an important role in the context pptaisal theories” discussed in the
next section.
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Ever since Schlosberg (1954) it is still undecided how tenptet and label the further
dimensions discussed next.

Intensity/Activation/Arousal/Excitement dimension The level of physiological arousal
or neurological activation is mostly regarded as the secomgponent of emotion space. For
Russell & Feldmann Barrett (1999) no further dimension isdeel to capture the constituents
of subjective feeling. Compared to Plutchik (1980) we ndiateresting similarity here. Al-
though Plutchik's rst dimension “hue” (cp. Figure 2.2, dlAs considered to be composed of
eight “basic emotions”, its assumed bipolarity yields aiknty to Russell's “pleasantness”
dimension (cp. Figure 2.5(b), p. 27). Moreover, Plutchifigensity” dimension is similar
to Russell's “activation” dimension. The third dimensiosaturation” that Plutchik argues
for is missing in Russell's circumplex model, because tleerhentioned “hue” dimension
is only considered one-dimensional in the circumplex modielother words, one can only
“vary in degree of intermixture (saturation)” (Plutchik8® p. 163) if assuming an at least
two-dimensional basis of eight “primary emotions” (cp. o terms in bold in Figure 2.2,
left). Russell's “pleasantness” dimension, however, iy @me-dimensional, making a third
dimension of “hue” incompatible.

Saturation/Attention/Dominance/Control/Power dimensi on According to both the
work of Schlosberg (1954) and Scherer et al. (2006) this dsia is even more important
than the activation dimension. Especially in the case oh lagtivation Gehm & Scherer
(1988) found that taking the level of control and social ppwean individual into account
is useful in distinguishing certain emotion-describingeatives. This nding is supported by
Russell & Mehrabian (1977), who could show that anger and lie¢éh consist of similarly
high displeasure and arousal values and can only be dissimgdidue to their different values
on the dominance scale (cp. Figure 2.6, p. 30).

Implications for the thesis In the beginning of this section two possible underlying-con
ceptions for the “basic emotions” approach were introdudadlogical primitiveness and
psychological primitiveness. A closer look at the psychatal conception revealed the huge
amount of seemingly similar technical terms that unfortalyamost often do not denote a
suf ciently similar scienti ¢ concept.

Plutchik's idea of “primary emotions” being similar to begiolors, which are to be mixed
systematically to achieve more complex emotions, is nahérrfollowed in this thesis. What
is referred to as “primary emotions” in this thesis can bestbscribed as the set of onto-
genetically earlier types of emotions that can be exprelsgéaicial expressions in accordance
with the six basic emotions of Ekman et al. (1980).

The three dimensional emotion model presented in Figureo@.6age 30 consisting of
pleasure, arousal and dominance dimensions (PAD spacdaet for the Affect Simula-
tion Architecture. In this thesis the two dimensions plea&talence and arousal/activation
are modeled to range from -100 to +100 on a continuous scakevalues for the dominance
dimension, however, usually do not signi cantly differ frozero in Table 2.4 and the inter-
pretation of this dimension's meaning is particularly comersial. Therefore, it is decided to
abstain from modeling this dimension on a continuous secalAD space. Analogue to the
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example given in Figure 2.6 only high versus low dominancdissinguished in the Affect
Simulation System proposed in this thesis.

After the discussion of general emotion representatiodsitareffects on facial and bodily
expressions, the cognitive processes underlying thetalimn of emotions are now inves-
tigated. Theories dealing with these aspects of emotioas@mmonly labeled “appraisal
theories” (see Ellsworth & Scherer 2003, for a review) du¢hir focus on evaluation or
appraisal processes that are believed to be necessarystaithef an emotion episode.

2.1.3 Appraisal theories

In common sense an emotion is a reaction to some event atenylication for the self
has been assessed by an individual. The term “appraisatsréd this evaluative process
in emotion theory. The subjective signi cance of an everbbédieved to be evaluated by an
individual against a number of variables. Some of thesalstes are related to an agent's goal
to protect itself from being harmed or to sustain or achideagurable situations.

In the aim to simulate affect for virtual agents, they musabke to somehow appraise events
with respect to their goals and desires in order to start astiemprocess. As the previously
developed simulation of emotion dynamics (Becker 2003)n#téd to quite simple types of
emotions, the underlying appraisal process does not ndssitery complex (cf. Section 4.2).
In case of the Affect Simulation Architecture presenteceh@pwever, this appraisal process
has to be re ned. Consequently, it is necessary to take @&rclosk at appraisal theory.

Scherer (1999) distinguishes four major strands of thealeipproaches to appraisal based
on the nature of their underlying appraisal dimensions.

1. The classical approach is based on the idea that indigidsa a xed set of dimensions
or criteria to evaluate the signi cance of events. It goes back to thekwbArnold and
Lazarus and is explained here in the context of the work oE&ai(1984).

2. The second approach focuses on the nature of the ctrialitioninvolved in emotion-
antecedent appraisal. Weiner (1985) proposes such douditinal theory.

3. Taking an agent's goals as a starting point for emotiopptaisal, the goal-relatedness
of an event is evaluated by applying speci ¢ patterngl@mes(such as “separation
anxiety” (Oatley & Johnson-Laird 1987, p. 41)) in this apgeh. Oatley & Johnson-
Laird (1987) present a “cognitive theory”, which is a renetstive of this category.

4. As already mentioned in Section 2.1.2, semantics-bdseaties are mostly interested
in analyzing the semantic eld of emotion-denoting natldesdguage. With respect to
“appraisal theories” this idea formed the basis for the hoflemotions proposed by
Ortony, Clore & Collins (1988), which is detailed and dissed later in this section.

With a focus on the processes underlying appraisal in hunp&otserer (1984) proposes a
detailed model of emotions known as the “Component ProcesgeM With respect to the
above distinction Scherer (1984) follows the classicalragph, because in his analysis he
establishes a set of concrete appraisal dimensions. Cy&aghtwo decades several empirical
studies and theoretical extensions were applied to thiseed brief overview is given next.
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A layered process model of emotions

As discussed in Section 2.1.2 above, de ning emotions bynae® semantic analysis of ver-
bal labels is notoriously dif cult. Therefore, Scherer 84 proposes to focus on the functions
that emotions could serve within an individual and in theteghof social interaction. In rela-
tion to the ve components listed in the beginning of Sectibh on page 15, Scherer (2001)
postulates a relationship between the functions, compgeraemd organismic subsystems that
he summarizes according to Table 2.5.

Emotion function Emotion component Organismic subsystem (and
major substrata)

Evaluation of objects and Cognitive component Information processing (CNS

events

System regulation Peripheral efference componenBupport (CNS, NES, ANS)

Preparation and direction of a¢c-Motivational component Executive (CNS)

tion

Communication of reaction Motor expression component | Action (SNS)
and behavioral intention
Monitoring of internal state Subjective feeling component | Monitor (CNS)
and organism-environment in
teraction

CNS: central nervous system; NES: neuro-endocrine sysd\fs; autonomic nervous system; SNS: so-
matic nervous system. The organismic subsystems are tiwdigepostulated functional units or networks.

Table 2.5: Relationship between the functions and compsrmdremotion and the organismic
subsystems that subserve them (after Scherer 2001, p. 93)

Scherer (1984) further believes that with his functionabpective on the appraisal process
much more consensus on the nature of emotion can be achiesedvith a conceptual or
structural approacf. Table 2.5 shows that Scherer takes a broad view on emotichgling
physiological and expressive aspects, although his thieatrenodel mostly elaborates on the
rst component of cognitive stimulus processing.

With respect to the level of consciousness involved in tladization of the different func-
tions listed in Table 2.5, Scherer (2005) distinguishesdtoverlapping circles that represent
different aspects of monitoring (cf. Figure 2.8). The bottoost circle (A) contains all but
one of the components listed in Table 2.5, which are assumée based on unconscious
processes of re ection and regulation. On this level sosensory feedback together with
“massive projections from both cortical and subcorticaitca nervous system (CNS)” are
assumed to be processed (cp. Section 2.1.1). Accordingtier&g “one might call the
content of the circle [(A)jntegrated process representativr{Scherer 2005, p. 321) When
consciousness is taken into consideration, the secorid @fbecomes relevant representing
the quality and intensity of subjective feeling state. Vieaytiously Scherer relates the content
of this circle to “what philosophers and psychologists haferred to agjualia” The content
of the topmost circle (C) contains conscious processediagam individual to verbalize his
or her emotional experience. This verbalization processihedepends on “(1) the limited

10This assumption is reconsidered in the context of the woiRrbny, Clore & Collins (1988), who propose a
structural theory of emotions.
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Figure 2.8: Scherer's three modes of representation ofggsgim emotion components: un-
consciousness, consciousness, and verbalization (after& 2005, p. 322)

availability of appropriate verbal categories [..], andl ¢ the individual's intentions to con-
trol or hide some of his or her innermost feelings” (Sche@3, p. 322) and, accordingly, it
overlaps only in part with circle (B) containing the consgaepresentation.

Interestingly, the “subjective feeling component” of Tald.5 seems not to appear in Fig-
ure 2.8. One might argue that this component is realizedenotlerall function of “moni-
toring” such that the sum of all “aspects of monitoring” eégpted in Figure 2.8 constitute
the subjective feeling state itself. However, a closer @ration of the relations between
dimensional theories and Scherer's appraisal theory helplarify this uncertainty.

Relation to dimensional theories of emotions Recently, Scherer et al. (2006) empir-
ically investigated possible connections between dinmeradiemotion theories and appraisal
criteria. Using the International Affective Picture SystélAPS; Lang, Bradley & Cuthbert
1999) Scherer and colleagues conducted an empirical sbuekaimine the question of “What
factors determine the position of a feeling in affectivecg® (Scherer et al. 2006, p. 93).
With the term “affective space” Scherer et al. refer to theeateedral model by Gehm &
Scherer (1988) presented in Figure 2.7 on page 31. To explainunderstanding of the term
“feeling” they refer to the work of Wundt (1863) and contrédswith the term “emotion” in
the following way:

“In [the component process] model, feeling is seen as a coemaf the emotion
process, serving a monitoring function and constitutirgtlsis for emotion reg-
ulation. Concretely, Scherer [..] has proposed that fgslintegrate the central
representation of appraisal-driven response organrsati@motion in the form
of highly differentiated qualia, unique forms of subjeet@xperience that re ect
the con guration of component changes during the emotiasaefe for the in-
dividual. He has suggested that these qualia form the pvenitrganisation of
feeling, which can then be mapped into language-speci casgin elds or into
a dimensional affective space of the kind suggested by Wuhti{Scherer et al.
2006, p. 93)
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In the discussion of “unconscious processes in emotionirttegration across components
over time is labeled “qualia” (Scherer 2005, p. 327) anddaliyecompared to what dimen-
sion theorists such as Russel label “subjective experiesfoemotion or “core affect”. This
integration is assumed to be just another label for the ggoécomponent synchronization,
which is believed to happen outside of awareness (see ¢#glen Figure 2.8). However,
when a monitor system detects a qualitative change in theedagf coupling and synchro-
nization that “surpasses the normal baseline uctuatig@&herer 2005, p. 327) the resulting
feeling might enter consciousness (see circle (B) in Figusg.

De nition of emotion In the attempt to de ne the term emotion, Scherer (2005) satyy
a differentiation of seven types of affective states togetith examples (printed ittalics):

Preferencesas the evaluative judgements of stimuli in the sense ofdikindisliking;
like, dislike, positive, negative

Utilitarian emotions as relatively brief episodes of synchronized responsd of ahost
organismic subsystems (cp. third column of Table 2.5) toetreduation of an external
or internal event as being of major signi cance for persayadls and needsngry, sad,
joyful, fearful, ashamed, proud, elated, desperate

Aesthetic emotionsresulting from evaluations of auditory or visual stimulitgarms of
intrinsic qualities of form or relationship of elementapved, awed, surprised, full of
wonder, admiration, etc.

Mood as diffuse affect state, most pronounced as change in siviejéeeling, of low
intensity but relatively long duration, often without apgat causerheerful, gloomy,
irritable, listless, depressed, buoyant

Attitudes in terms of relatively enduring, affectively colored béti@nd predispositions
toward objects or personisving, hating, valuing, desiring

Personal traits as emotionally laden, stable personality dispositionstagttavior ten-
dencies, typical for a persongrvous, anxious, reckless, morose, hostile, enviouk, jea
ous

This classi cation of affective states is very helpful fadugh it naturally cannot provide an all-
embracing, precise de nition of the term emotion. With respto the computational simula-
tion of emotions proposed later in this thesis the distondibetween “preferences”, “utilitar-
ian emotions”, and “mood” are of special interest. What $eheefers to as “preferences’—
namely valenced reactions of liking or disliking—Ileadstte hotion of “emotional impulses”
in this thesis. Understanding “utilitarian emotions” agebepisodes instead of static states
lets one remember Wundt's original idea of a “certain, aombius course of feeling” in three-
dimensional affect space discussed in Section 2.1.2, pA2300d, in contrast, is introduced
here as a more diffuse, i.e. less object-centered, aftestiate with a longer duration. The
question of whether to accept such strong and longer lasfilegtive states as “love” and
“hate” as emotions reappears again, but for the computtrealization proposed here, the
above discrimination is followed and these dif cult and yeomplex affective states are not
included in the simulation (for a further discussion on Ieee (Sloman 2000)).
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Directly compared to the work of Russell & Mehrabian (19®i$cussed in Section 2.1.2
(p. 23), an interesting difference with respect to the eamtierm “anxious” is evident. Scherer
(2005) uses this label as an example of a personality traiereas for Russell & Mehrabian
(1974) this term at rst clearly denotes an emotion and l&ér(Russell & Mehrabian 1977)
and Figure 2.6, p. 30) causes trouble with respect to its dantie value. Scherer's interpreta-
tion of “anxiety” as a personality trait solves this problefrascribing a particular dominance
value, because Russell & Mehrabian (1977) used verbal igésais of situations in their
study assuming that interpersonal differences in perggrmditheir subjects could be ignored.
Consequently, little agreement was found with respect tth @an intra- and interpersonal
judgement of dominance in the case of a personality traieasrtbed by the term anxiety.

In order to differentiate among emotions, Scherer (200&¢dlees his idea of a “sequential
check theory” that is based on a set of so-called “stimuladuation checks” (SECs). These
checks are considered to capture the minimal set of criteeaessary to account for the
differentiation of the major families of emotional statg&cherer 2001, p. 94)

Stimulus evaluation checks (SECs) Scherer (2001) distinguishes four “appraisal ob-
jectives” to which each one of the 13 stimulus evaluationcklas ascribed (cf. Table 2.6).
Every appraisal objective can be characterized by a typuastion presented in Table 2.6 in
the top rows of each of the four appraisal objectives.

Major question & Stimulus evaluation checks |

| Appraisal objective

1. Relevance Detection How relevant is the event for me? Does it directly
affect me or my social reference group?

I 3SECs Novelty check; Intrinsic pleasantness check; Gpal
relevance check

2. Implication Assessment What are the implications or consequences of this

even and how do these affect my well-being and my
immediate or long-term goals?
I 5SECs Causal attribution check; Outcome probabiljty
check; Discrepancy from expectation check;
Goal/need conduciveness check; Urgency check

3. Coping potential determinatignHow well can | cope with or adjust to these conse-

quences?
I 3SECs Control check; Power check; Adjustment check
4. Normative Signi cance Evalur What is the signi cance of this event with respect|to
ation my self-concept and to social norms and values?
I 2SECs Internal standards check; External standards check

Table 2.6: Appraisal objectives and stimulus evaluaticec&s (after Scherer 2001, p. 941f.)

1. Relevance detectidns the rst step in the postulated sequence of appraisal hrekt
SECs are believed to realize this process (Scherer 20015)p. Qudden stimuli (i.e. with
abrupt onset and high intensity) are registered by primitvel processes to moveland to
deserve attention and an evaluation of familiarity, proltgtand predictability is believed to
follow on a higher level.
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This evaluation ofntrinsic pleasantnesis proposed to be part of relevance detection. No-
tably, Scherer (2001) believes intrinsic pleasantness totthogonal to goal conduciveness”,
because e.g. a piece of chocolate cake, in spite of beingsmally pleasant for a given in-
dividual in general, can be evaluated negatively, afteintd&idual was already forced to eat
two or more pieces before. That another piece of chocoldte isaevaluated negatively can
be explained by taking the internal state of the individa&b iaccount, such as hgoals and
needs Although the goal/need conduciveness is to be evaluateditathe context of impli-
cation assessment, Scherer (2001) propoggsahrelevance chedo take place in advance.
He assumes that a stimulus is to be judged more relevant taandual, if it has the potential
of in icting damage on one or more goals he or she currentlsspes.

2. Implication assessmerd suggested to be the next appraisal objective in the sequen
of SECs. Scherer (2001) rst clari es the use of the tegoal/needo capture the ill de ned
meanings of “motivational constructs” such dsves, needs, instincts, motives, goatud
concerns For him implication assessment forms the central objeaifithe appraisal process,
because it directly deals with the questions of how supgp®dr destructive a given stimulus
and its possible consequences are for an individual's lg. The rst check with respect
to this appraisal objective is concerned with tteiseof the stimulus or event. In Scherer's
opinion, this check includes the assessment of anothert'ageative or intention, if such
other agent can be made responsible and the event did no¢méypchance or was caused
by nature. He gives the example of a student, who receivediregfgrade and nds the cause
for failing the exam either in a transcription error or in frefessor's intent to punish him for
not attending to the course.

The next check, labelealitcome probabilityis future-related in that it deals with the prob-
ability of an event to lead to a desired or undesired outcoifiee parent's reactions, for
example, to their son's failing (see the example above) cdy loe anticipated with a certain
likelihood. A previous expectation, however, also in uesahe evaluation of an event and
this aspect is covered by tltkscrepancy from expectation check the above student, for
example, expects his parents to get angry about him faihegekam, but then comes to be-
lieve that the parents are rather happy about him, wouldteadhigh degree of expectation
discrepancy.

Whether the event isonducive or obstructive to an individual's goals or neesl$o be
checked next. Assuming that our student wanted to (i.e. lmagdal to) be successful in the
exam, failing to pass it can be interpreted as obstructitkd@bgoal. The level of obstruction
depends, however, on the relative importance of the exarfasAtheurgency of the response
to an event is to be evaluated for this appraisal objectivegebky is assumed to increase
together with the priority of the goals/needs that are tieread by the event.

3. Coping Potential Determinatiois an important appraisal objective for an individual,
because the better one can cope with a stimulus event tlex batt can accept the inevitable
consequences and, in effect, the “concern with the elgiévent disappears” (Scherer 2001,
p. 97). The rst check ofttontrolis not to be confused with that glower, although these to
labels both denote the third dimension of the dimensioresities discussed in Section 2.1.2
(p. 31ff.). The termControlis used for the controllability of an event in general. Foamyple,
the event of someone shooting with a water pistol is conedierore controllable in principle
than that of getting wet by the rain, even if both events migive the same effect.

The power check, however, is concerned with an individual's power @atool an event,
which has previously found to be controllable. Interediin&cherer (2001) mentions the
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possibility to distinguish anger and fear based on the ediom of relative levels of power
between rivals. For example, if the other person shootiegitater pistol is believed to be
stronger than the appraising individual, the lack of powakes fear more likely as an ap-
praisal outcome than anger.

The ability of an individual to adjust to, adapt to or live Wwian outcome of an event is
evaluated by thadjustment checHf the student, for example, already thought himself to be
better in another eld of research as that in which he judetato pass the exam, he or she
might not get too emotional about that event after all.

4. Normative Signi cance Evaluatiotan be seen as the high-class of appraisal objectives,
because it presupposes the existence of norms and valueb, naturally develop in humans
only after a signi cant time of socialization. Thaternal standardsre a matter of personal
moral codes and related to some sort of self-ideal in Sceaxginion. Theexternal standards
are formed by the individual in relating him- or herself tesdgroups, which “implies shared
values and rules (norms) concerning status hierarchiespgatives, desirable outcomes, and
acceptable and unacceptable behaviors.” (Scherer 2008) p.

Summary Although the above SECs are proposed to be executed in arssxjugcherer
clari es that the evaluation of an emotion in general resuit“a continuous and constantly
changing process.” (Scherer 2005, p. 318) In consequemeesst appraisal objective “rel-
evance detection” functions as a kind of “selective Iltegsponsible of Itering stimuli or
events that do not exceed a certain threshold@reltyor intrinsic pleasantness/unpleasant-
nessor goal/need relevancgscherer 2001, p. 99). Goals and needs, however, can betedpec
to change quite frequently for an individual and past exgeres also build up over time. As
extrapolations into the future, that are based on thesegohguexperiences, are used to form
expectations, which in turn are again another building bloche appraisal mechanism, the
long-term development of emotions is highly dynamic.

Notably, Scherer sees a direct correlation between the thireensions of valence, activa-
tion and power/control on the one hand and appraisal aitamithe other hand in that “(1)
the valence dimension re ects appraisal on intrinsic pasess and goal conduciveness, (2)
activation re ects pertinence and urgency, and (3) poveetiol re ects coping potential [..].”
(Scherer 2005, p. 329) The evaluation of normative sigmaais not related to dimensional
theories, presumably because social norms and valuestkelelthe scope of dimensional
theories. Furthermore, the proposed SECs working on thpsaggal objective can be inter-
preted as a process of post-hoc reappraisal, which is rtedlecdimensional theories (at least
in the ones that are in tradition of Wundt's original proplogdnich Scherer refers to in his ex-
planations), because dimensional theorists are mostiyecord with core affect or subjective
feeling state. Accordingly, dimensional emotion theargptt into serious trouble, when being
asked to represent complex social emotions such as “shamgtide” within their two or
three dimensions of affect space exclusively. As showm thse social emotions are labeled
“tertiary” or “Machiavellian” emotions by some theoristesg. Grif ths 2002; Sloman 2000).

Before further explanations of different classes or groopsmotions are given in Sec-
tion 2.2, it is helpful to take a look at the OCC model of emonsipbecause many compu-
tational models of emotions are based on this theory (cfp@hmeB). It is best assigned to
the fourth strand of theoretical approaches, which werengdjigished in the beginning of this
section (p. 33), to the semantics-based emotion theories.
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The cognitive structure of emotions

Ortony, Clore & Collins started to collaborate on the topieation in 1980 from the perspec-
tive of cognitive psychology. They aim “to characterize targe of "psycho-logical’ possibil-
ities for emotions rather than to describe the emotions amatien-related processes local to
any speci c time or cultural group.” (Ortony et al. 1988, p).IrR contrast to the broad view of
Scherer's “Component Process Model” (cf. Section 2.1.34pOrtony et al. (1988) explicitly
limit their investigation on “the contribution that cogioibh makes to emotion.” (Ortony et al.
1988, p. 1) To this respect they knowingly leave aside alkbetrst component of Table 2.5
on page 34 and one might be tempted to think that they merellwigh the semantics of
emotion words as represented by the topmost circle (C) iargig@.8, p. 35. They explicitly
state, however, that their theory is “decidedbt a theory about emotiomords” (Ortony et al.
2005, p. 1) The terms they use are intentionally as indeperafeemotion words as possible
assuming that (1) the structure of any lexicon of emotiondsatoes not re ect the structure
of emotions themselves and (2) “a theory about emotionsdas & theory about the kinds
of things to which emotion words refer, not about the word=snikelves.” Despite this ex-
plicit statement Scherer (1999) assigns their approadhetoniajor strand of semantics-based
appraisal theories (p. 33f.).

With regard to computational modeling of emotions Ortongle{1988) assume that their
theory could in principle enable Arti cial Intelligence siems taeason abouemotions. The
difference betweereasoning abouandhavingemotions is often neglected by computer sci-
entists that base their implementation of emotions on th€ @fdel.

Interestingly, Ortony et al. (1988) also refer to James )8&ho introduced the term
“standard emotions” as a label for a class of emotions thaecalong with “a wave of bodily
disturbance”. As discussed in Section 2.1.1 on page 16,3)é1884) acknowledges the exis-
tence of emotions that include more cognitive elaboratimh@rtony et al. (1988) take this as
evidence for the necessity of their cognitive approach.irftheory, however, is not limited to
model some subclass of emotions but aims to capture the ywhelgomenon of emotion.

In discussing the usefulness of “linguistic evidence” fovastigating of the structure of
emotions Ortony et al. split the “in nitude of phenomenafigssible emotions” into “man-
ageable proportions”, which they also label “represevgagroups or clusters.” (Ortony et al.
1988, p. 15) The resulting six groups can be found as boxeginré-2.9, p. 41. Emotions in
the OCC-theory are valenced reactions to one of three tyfpgtshauli (cf. Figure 2.9, top of
tree), which are discussed in following.

Consequences of events If the stimulus is areventone can in general be pleased or
displeased about it. The elicitation of further emotionsasditioned by the possible conse-
guences that the event might have for oneself or for anotjemta

In the case otonsequences for othethe resulting emotion depends on the stance that is
taken toward the other agent. If the consequence of the evdesirable for othethan one
might either behappy-forthe other agent or feeésentmentor him or her, i.e. bgealousof
the other agent. A different twin of emotions is the outcorheamsequences of an event that
is undesirable for otherGloatingis the representative of types of emotions that is elicitied,
one does not like the other agent and is happy about the facstimething bad happens to
him or her. Onepitiesthe other agent, in contrast, if one feels sorry for his orrhisfortune.
These four emotions are representatives of theTUNES OF-OTHERS cluster of emotions.

40



2.1 Psychological background

EMOTION
VALENCED REACTIONS TO
CONSE%UENCES ACTIONS ASPECTS
OF EVENTS OF AGENTS OF OBJECTS
pleased approving liking
displeased disapproving disliking
etc. etc. etc.
\ \
FOCUSING ON FOCUSING ON
\ ‘ ‘ love
CONSEQUENCES SELF OTHER hate
FOR OTHER AGENT AGENT ATTRACTION
CONSEQUENCES
FOR SELF
pride admiration
DESIRABLE UNDESIRABLE shame reproach
FOR OTHER FOR OTHER
| | ATTRIBUTION
happy-for gloating
resentment pity
FORTUNES-OF-OTHERS
PROSPECTS PROSPECTS
RELEVANT IRRELEVANT
hope joy
fear distress
WELL-BEING
\ \
CONFIRMED DISCONFIRMED L'i
satisfaction relief gratification gratitude
fears-confirmed disappointment remorse anger
WELL-BEING/ATTRIBUTION
PROSPECT BASED COMPOUNDS

Figure 2.9: The OCC-model of emotions (after (Ortony et 888, p. 19))

If the event hasconsequences for seif has to be decided, iprospectsare relevantor
irrelevant In the case of relevant prospedtepeor fear might be elicited rst, e.g. one
might hope that the opponent in a card game is playing a cectaid that helps oneself to
proceed in that game or one might fear that the opponent plagsd the hinders one's own
progress. Furthermore, it must be evaluated, if the prasgecdesirable or undesirable event
is nally con rmed or discon rmed If a desirable event ison rmed, satisfactionmight be
elicited, but if an undesirable event is nallyon rmed, one'sfearsare con rmed resulting
in the metaphorical emotion labelégars-con rmed In the case of thdiscon rmationof an
undesirable event, however, one mightékeved but if thediscon rmedevent was desirable
insteaddisappointmenis elicited. These six emotions build the group ®&I3PECTBASED
emotions. If prospects are irrelevant ety or distressmight be elicited with respect to the
consequences of events. These two prototypical emotionstfte WELL-BEING cluster.
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Actions of agents  If another agent is to be made responsible for an event, ameénca
generalapproveor disapprovethe action. The further distinction between the members of
the ATTRIBUTION cluster once again depends on the focus. If the focus liehesdlf
one might feelproud or ashamegbut if the focus lies on thether agentit is cognitively
reasonable to experieneglmirationor reproach The combination of this cluster with the
WELL-BEING cluster forms the WLL-BEING/ATTRIBUTION COMPOUND cluster in which
the four prototypical emotiorgrati cation, gratitude remorseandangerreside.Grati cation

is assumed to combine the appraisal variablegriofe with those ofjoy andremorseis felt
whenshameanddistresscome together. In the case of another agent's actions thbioation

of admirationandjoy is believed to result irgratitude whereas combiningeproachwith
distresdeads to the emotion compound labetatyer. Ortony et al., however, explicitly point
out that the compositionality of compound emotions doesmpty any temporal relation of
their constituents, nor is a compound emotion to be undedsas the simple co-occurrence
of its underlying emotions. In their vievngeris elicited, if one focuses at the same time on
the eliciting conditions ofeproachas well as those dlistress Furthermore, they argue that
any compound emotion “is likely to be more intense than tbeirstituent emotions”, which
might or might not be felt at the same time. (Ortony et al. 198847)

Aspects of objects  Although the evaluation of this stimulus type results omlywo pro-
totypical emotions, Ortony et al. emphasize the inheremiexity that is involved in judging
the attractivenes®f objects or aspects of objects. In such a judgement thee@pmness”
of an object is important, which itself depends on one'swades including tastes. In their
opinion, a general stance toward an object can be takenghast described blking or
disliking the object. In their discussion of a value system that migissiply underly these
attribution emotions Ortony et al. mention tastes to be @aplg dif cult to explain. It is
dif cult to analyze the reasons for liking an object, if tHiking is purely based on one's per-
sonal taste. If someone is asked, for example, why he or gtexl“the music of Rossini” the
answer might be that “its vibrant, excited, and optimisti@lify” (Ortony et al. 1988, p. 158)
was found most appealing. One is then forced to asked why thoaslities themselves were
positively evaluated but the answer to this question woold'reveal much more.” To this re-
spect the evaluation of an object in the OCC-model is quitelar to the concept of “intrinsic
pleasantness” in the context of Scherer's “Stimulus EuaduaChecks” (cp. Table 2.6, p. 37).

During their discussion of context-effects Ortony et asoamention the in uence of “af-
fective state or mood” (Ortony et al. 1988, p. 162) on the wative results of “momentary
liking”. They cite a number of studies providing evidence & effect of mood on liking
or disliking and they explain this effect as a consequendb@tendency to causally relate a
given affective state with any stimulus that happens to @mtpwith it. Despite mentioning
this fundamental effect they do not integrate any in uentenood into their model but give
the following illusive argument:

“While [..] the cited research show[s] how irrelevant atfean bias liking, these
effects presumably occur only because affective reactodimarily provide ac-
curate and useful feedback from one's appraisal proces$4$]he feelings en-
countered when focusing on a particular stimulus are uggalhuine reactions to
that stimulus, and they [..] provide important informatifmn subsequent judge-
ment and decision making.” (Ortony et al. 1988, p. 163)
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The object of emotions in theTARACTION cluster can also be non-physical as Ortony et al.
(1988) point out. With respect to the prototype emotiove they note the complexity of its
meaning and emphasize that most often one loves not an dlojeahother human being or at
least an animate being. Accordingly, they remind the re#tusrthe type speci cations (e.qg.
linking or disliking an object) are not intended as de niteof emotion words (such &sve
or hatein this case).

Intensity variables In the OCC-model the intensity of any of the 22 emotion types d
pends on a number of “intensity variables” (Ortony et al. 8,98 59ff). The authors distin-
guish three classes of intensity variables that are suraetaimn Table 2.7.

Variable class Description

1. Global variables| In uencing the intensity of all three classes of emotions:
sense-of-reality; proximity; unexpectedness; arousal

2. Central variables Each one is uniquely associated with a class of emotions:
desirability (Event-based emotions); praiseworthingsrif
bution emotions); appealingness (Attraction emotions)

3. Local variables | Having only local effects on some emotions but not others
likelihood, effort, realization (Prospect-based ematior
desirability-for-other, liking, deservingness (Fortusfeothers
emotions); strength-of-cognitive-unit, expectationddéon
(Attribution emotions); familiarity (Attraction emoti)

=]

Table 2.7: Three classes of intensity variables of the OG@@eh(Ortony et al. 1988, p. 59ff)

Interestingly, one of the “global variables” listed in Tal®.7 is labeled “arousal’. Some
dimensional theorists use the same term to label one of these dimensions of emotion
space (cp. Figure 2.6, p. 30). In line with the dimensionabtists Ortony et al. refer to a
central aspect of one's physiology with the term “arous@lbmparable to their discussion of
mood effects on appraisal, they again mention long ternceffef this slow response bodily
feedback loop that might in uence emotional feeling. Inith@pinion, physiological arousal
can also have non-emotional causes and it has a relativelyrate of decay. Consequently,
they assume that “it can carry forward in time from its cause lae mistakenly experienced
as part of one's reaction to a subsequent event.” (Ortonl 088, p. 66)

Later, they explain an interesting sequence of emotiongwiight be explained by such
effects as preexisting arousal. The prototypical emotemyer” is explained as the “(disap-
provement of) someone else's blameworthy action and (beisgleased about) the related
desirable event” (Ortony et al. 1988, p. 148), whereas tfat®n” belongs to the class of
“Disappointment” emotions that is de ned by being “(dispéed about) the discon rmation
of the prospect of a desirable event.” (Ortony et al. 1988,22) The previously mentioned
sequence consists of rst getting frustrated and then b&wgmangry about the same situa-
tion or event. As explained above, in general the intendityoonpound emotions (such as
angry) is assumed to be higher than that of every other narpoand emotion, because the
intensities of the constituting emotions are assumed tougddAccording to (Ortony et al.
1988, p. 67), once the initial frustration fades away therigaorthiness of someone else's
action alone might not generate enough physiological aldossupport the high level of an-
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griness one just expressed toward the other agent. Acgbydone is “likely to feel sheepish,
embarrassed, and apologetic.” (Ortony et al. 1988, p. 68)

This example, however, is only comprehensible on the bdsigather complex de nition
of “anger” as given above. The other emotion theories preshodiscussed use the same term
to refer to more basic emotional or behavioral concepts sgctDestruction” in Table 2.1
on page 20. This difference shows once again the dif cultlesomparing different emotion
theories.

Summary The OCC-model of emotions has the advantage of being corapsdiie and
precise enough to form the basis of computational impleatemts of emotions. Its 22 emo-
tion types are explicated in such a detail and the limitatiohthe theory are discussed so
thoroughly that many computer scientist felt comfortaldebtise their implementations on
this theory (see Chapter 3). This tendency to use the OCCGhuddemotions in compu-
tational implementations might as well be due to the aushdiscussion of “computational
tractability” in the end of their book (Ortony et al. 1988, ¥81ff), where explicit rules for
some emotion types are given in pseudo code. Furthermaeyation of emotions as “va-
lenced reactions” purely derivable on the basis of cogapirocesses that are themselves to be
captured in a handful of conditional rules is naturally venpting for Arti cial Intelligence
researchers.

As further discussed in Chapter 3, attempts to implement @€Gry revealed a number of
drawbacks. For the Affect Simulation architecture projposere, a distinction of conscious
and non-conscious emotions and processes is of genenasnt®rtony et al. shortly discuss
the possible correlation between “emotion experiencesusmednscious emotions” (Ortony
et al. 1988, p. 176ff.). With reference to Freud they staie fthe experience is the sine qua
non of emotions” and they further elaborate that the “bsl@fcognitions on which emotions
are based can be unconscious [..] but the emotions thersseEwaot be unconscious.” They
pinpoint their argumentation by the example of someone@mening a bear in the woods and
explaining: “One does not run away from a bear in the woods,rans away because one is
afraid of the bear in the woods.” (Ortony et al. 1988, p. 177ff.)

Interestingly, in their last paragraph they mention “latemotions” as a possible candidate
for unconscious emotions. These latent emotions resutt fituations in which the eliciting
conditions of an emotion are indeed satis ed, but the intgredf the emotions does not suf-
ce to exceed a necessary threshold. This kind of backgramdtion is labeled “emotion
potential” by Ortony et al. (1988) and they believe that ibseguent appraisals the intensity
variables might change in such away as to “allow the emotisutface, so that if one does
view an emotion potential as a kind of unconscious emotibig one that can potentially
manifest itself as a normal emotional experience with a ghan conditions.” (Ortony et al.
1988, p. 178) It is exactly this dynamic interplay of cons@nd unconscious emotions that
forms a central idea of the Affect Simulation Architecturemosed in this thesis.

Conclusion

Central to appraisal theories is their focus on mental meee that are based on cognitive
evaluation of stimuli. Compared to the initially presentahceptions of James (1884) and
Lange (1885) (cf. Section 2.1.1) it is evident that appidlszorists are more likely to believe
in the “common sense” route of emotion elicitation. In théew, cognitive processing of
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stimulus information, rst, gives rise to an emotion indegent of any bodily changes that
might or might not occur later on, as depicted in the top ofuFég2.1 on page 17. It has
to be noted, however, that these bodily aspects of felt @mdtigether with different levels

of consciousness are not neglected by proponents of apptiagories. They are not central
to their theories, however, and often understood as one oy mther factors in uencing the

otherwise rationally describable process of emotiontalii@n.

Similar to Scherer's considerations of “unconscious psses in emotions” and “qualia”
and to the three levels of processing proposed by Leventhatierer (1987), also Ortony,
Norman & Revelle (2005) recently discuss different levdlpmcessing in “effective func-
tioning” in more detail and introduce a distinction betwéemotions” and “feelings”. They
understand feelings as “readouts of the brain's regisinati bodily conditions and changes”
whereas “emotions are interpreted feelings.” (Ortony eR@05, p. 174) Their further con-
siderations of three different levels of information presieg (cf. Figure 2.10) are compatible
with Scherer's three modes of representation given by treetbircles in Figure 2.8 (p. 35).

Figure 2.10: The three processing levels together withr gr@iciple interconnections (Ortony
et al. 2005)

The rst level is labeled “reactive” and considered to be libeus of “hard-wired releasers
of xed action patterns” giving rise to approach and avoglimehaviors. The kind of affec-
tive states that are triggered by this level is labeled ‘paffect” in Figure 2.10. Primitive
and unconscious emotions are assumed to reside on the ghet lroutine level” on which
“well-learned automatized activity” is supposed to work“anconscious, uninterpreted ex-
pectations”. Only on the “re ective level” is higher-ordengnitive processing including meta-
cognition assumed to take place leading to the emergenceadlked “cognitively elaborated
emotions”. In their view, it is only these high-level ematgothat are consciously experienced
and, thus, they are the only ones that appraisal theoristsaarcerned about. With respect to
the interaction between “full- edged” emotions and fegiéOrtony et al. (2005) note:

“Thus, we propose that the best examples of emotions, whiloften refer to
as full- edged emotions, are interpretations of lowesl feelings and occur
only at the re ective level, in uenced by a combination ofdabutions from
behavioral, motivational, and cognitive domains. At theldie, routine, level,
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we propose basic feelings, primitive emotions," which énaminimal cognitive

content [..]. All that is possible at the reactive level isaasignment of value to
stimuli, which we call “proto-affect.’ This in turn can betémpreted in a wide
range of ways at higher levels from a vague feeling that sbimgtis right or

wrong (routine level) to a speci ¢, cognitively elaboratddll- edged emotion

(re ective level).” (Ortony et al. 2005, p. 177)

In their conclusion Ortony et al. emphasize the importantitoutions of lower-levels in ex-
periencing “hot” emotion. “Cold, rational anger” could b&laly the product of the cognitive
component “without the concomitant feeling componentsnflower levels.” (Ortony et al.
2005, p. 197) A purely primitive feeling of fear, on the canriy, lacks the necessary cogni-
tive elaboration to become a full-blown emotion. In theimropn, “it is only a feeling (albeit
unpleasant) waiting to be ‘'made sense of' by re ectived@vecesses.”

Implications for the thesis Some process of appraisal has to be integrated into the Af-
fect Simulation Architecture proposed in this thesis, lseathe concept of an “emotional
impulse” requires some kind of evaluation to determine d@kerce dimension. Especially
with respect to simulating secondary emotions one has tbled@generate expectations and
to check current events against these previous expecatopossible way to achieve these
abilities in a computational architecture is by making usgtandard techniques for the design
of rational agents such as explicitly modeling the belidissires and intentions (BDI) of an
agent.

Despite their profoundly different starting points the\poeisly discussed appraisal theories
show the following similarities:

1. Social aspects of emotions are important to both thealésough the respective roles
of other agents take in uence on different levels. In the @oment Process Model the
appraisal objective “Coping potential’ consists of thrdeCS that evaluate an agent's
social rank. In the OCC model the second distinction takenhe cognitive structure
of emotions is that of distinguishing oneself from the othgent.

2. Differentlevels of processing are postulated by botlugsmof researchers lately. Scherer
(2005) distinguishes three modes of representation (giurgi 2.8) and Ortony et al.
(2005) three processing levels (cf. Figure 2.10).

These similarities lead the way in designing a computatianzhitecture of affect that aims
to simulate “hot, felt” rather than “cold, purely cognitlygemotions. In their argumentation
for three processing levels Ortony et al. (2005) refer toldéngs of neurobiology that were
acquired during the last 15 years by means of neuro-imagicigniques. In the following a
short overview of this interesting eld together with its dings relevant to emotion research
is given.

2.2 Neurobiological and ontogenetical background

“So can robots "have' emotions? If you ask a patient who has laplanted
with a mechanical device that pump his blood in the centeri®fchest if he
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has a heart, his answer will most certainly be “Yes, | havertirtial heart!'
Similarly, it will come a time when you will be able to ask yazomputer if it has
emotions, and its answer will undoubtedly be “Yes, | havemater-emotions!" In
the meantime, how do we even begin to think about how to imptgremotions?
Why not use the brain as a source of inspiration?” (Fello@20

With the example quoted above Fellous (2004) tries to etdigihis argument that one day
robots might really “have” rather than only “show” emotiomsccording to Fellous (2004),
the notion of “computer-emotions”, that are most likelyfelient from human emotions, is
supported by neurobiological ndings. Furthermore he cedithe misleading oversimpli ca-
tion inherent in the term “emotional "state’, because eamstimay be intrinsically dynamical
phenomena of widely different time constants (from a fewoseéls for perceptual fear, to
hours or days for moods, to month or years for depressionva) loThis emotion dynamics
is central to the conceptualization of a computational &ff8imulation Architecture in this
thesis.

To explain the concept of “computer-emotions” Fellous @0fses the question whether
one can reasonably ascribe the same kind of emotional experito animals as to humans.
To investigate theoretically possible differences betwleeman and animal emotions he sug-
gests looking at how their brain differs from ours. Many sopppe arguments for the use of
animals in studying the role of the brain in emotional preessare given by Joseph LeDoux
(cf. (LeDoux 1995), (LeDoux 1996)) and an overview of his ings and conclusions is given
next.

2.2.1 The Emotional Brain

“Contrary to the primary supposition of cognitive appratbaories, the core of
an emotion is not an introspectively accessible conscigpiesentation. Feelings
do involve conscious content, but we don't necessarily l@rescious access to
the processes that produce the content. And even when wevdartteospective
access, the conscious content is not likely to be what treghéhe emotional
responses in the rst place.” (LeDoux 1996, p. 299)

LeDoux (1996) mainly concentrates on the investigatiorhefémotion “fear” as to him it is
not reasonable to assume that one single brain region isnmetye for all emotions in hu-
mans. First, LeDoux (1996) discusses the work of James (18@&&dback theory”, cf. Sec-
tion 2.1.1), Cannon (1927), and MacLean (1949) (“limbiasystheory”, MacLean 1970) and
clari es that MacLean's limbic system theory must have beenvincingly enough to prevent
neuroscientists from further investigating the connecbetween neuroanatomical processes
and emotions for several decades.

According to LeDoux (1996), however, it has never been sahdy clari ed, which parts
of the brain are constituting the limbic system, and theaedd which the limbic system
traditionally was ascribed has been found to be active inemntional processes as well.
Furthermore, LeDoux criticizes the idea that “the limbistgm theory of the emotional brain
was meant to apply equally to all emotions.” (LeDoux 1996L@R) He believes this view to
be in principle possible but also states that little evideexists speaking in favor of it. Based
on the idea to take the evolution of the brain as key to undedsihg emotions, LeDoux points

47



2 Interdisciplinary background

to different survival functions of different emotions (cthe discussion of primitiveness for
the idea of “basic emotions” in Section 2.1.2). As for eacltheise functions different brain
systems may have evolved, he argues for the possibility oériinan one emotional system in
the brain.

Fear conditioning and the amygdala

With his experiments on fear conditioning in animals LeD¢1896) shows the importance of
the amygdala in brain processes that result in behaviorsmanly interpreted to accompany
the experience of fear.

Imagine a rat being placed in a box with a loudspeaker in oneecoThe base of the box
is equipped with a ne net of electric cables through whichreaf amount of electricity can
be transmitted to induce a relatively mild shock in the rathef for the rst time a sound is
played the rat will orient toward the sound, but after seMacaurrences, the sound is ignored.
Next, the sound is accompanied by a brief electric shockgthe rat orient itself toward the
sound again. This way the sound by association with the shaskbecome a learned trigger
of fear response, because the next time a sound alone isdpllageat will show the same
pattern of fear response as if an electric shock were presenell.

After carefully investigating the processes in the rataibrand comparing the results with
several other neurobiological ndings LeDoux (1996) digtilishes a low and a high road of
fear elicitation in the brain (cf. Figure 2.11(a)). The pgeses responsible for emotional learn-
ing (as it occurs in the case of fear conditioning) can byplassarea of thinking, reasoning
and consciousness (namely the neocortex) and directly iexeence on the amygdala.

SENSORY CORTEX
/_\
high road

low road

AMYGDALA

How the Brain Might Make Feelings

Immediately Present Stimuli

Immediate Conscious

Experience
(working memory?)

/ N\

SENSORY
THALAMUS

l Amygdala-Dependent Hippocampal-Dependent
EMOTIONAL EMOTIONAL Emotional Arousal Explicit Memory
STIMULUS RESPONSES (current)

(a) The low and the high roads to the amygdé#ig; The generation of conscious experience of emotions;
redrawn after (LeDoux 1996, p. 164) redrawn after (LeDoux 2000, p. 176)

Figure 2.11: LeDoux's conception of the emotional brain hisdoossible explanation for con-
scious experience of emotions

The amygdala, in turn, in uences the sensory areas of theexdo an even greater extent
than these areas in uence the amygdala (LeDoux 1996, p. 26&)ordingly, the fast, low-
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level responses to a stimulus generated by the amygdalaeliexdal to change perception
and, furthermore, the cognitive processing of the emotibran (LeDoux 1996, p. 284ff.).

From Conscious Appraisal to Emotions

Concerning subjective feelings LeDoux (1996) highlighespossible contribution of working
memory in generating conscious experience. As present&thure 2.11(b) “immediately
present stimuli” need to be accompanied by “amygdala-dég@nemotional arousal” and
“hippocampal-dependent explicit memory” to generate “iatlate conscious experience”.
The contribution of the amygdala is only considered relewaoase of fearful experiences and
LeDoux (1996) states clearly that the output of other systemight be important as well. This
mechanism of concurrent representation of symbolic deéviesfrom different subsystems in
working memory is assumed to also underly other conscicelsfgs.

To explain the difference between purely cognitive appiaignd “full-blown emotional
experience” (LeDoux 1996, p. 283) LeDoux presents the elamiponly generating “con-
scious representations” of the perception of a rabbit andakes while walking through a
forest. Imagine yourself walking through a forest and sufidgou see a rabbit. The visual
perception is transformed into a representation actigagfevant long-term memories that are
integrated with the content of working memory allowing yowe consciously aware that the
object, you are looking at, is a rabbit. A few moments latar gacounter a snake. A similar
process as before results in a conscious representatitie ghatke in working memory; this
time, however, the contents of long-term memory also infgom that a snake is a potentially
dangerous animal. These processes, so far, can be sulyceqtlained by appraisal theories
that were presented in Section 2.1.3. The emotion “fear’ mwdst likely be the outcome of
these appraisal processes.

According to LeDoux (1996), there is something else neededun cognitive appraisals
into emotions, to turn experiences into emotional expegsri (LeDoux 1996, p. 284) A
cognitive representation of “fear” is only turned into anatimnal feeling, if it is accompanied
by an activation of the amygdala, as LeDoux's empirical mgs suggest. The output of the
amygdala is described in terms of three “basic ingrediahtst'together with selected content
of long-term memory and short-term sensor representaticeeate the conscious experience
of subjective feeling in working memory.

Ingredient 1: Direct amygdala in uences on the cortex Some areas of the cortex
are responsible for the processing of all kinds of stimuls L&eDoux (1996) points out, the
amygdala has more connections back to the cortex than itigeiss from the cortex. He
highlights the signi cant in uence that amygdala activati might have on the areas in the
cortex processing visual stimuli. Thereby the amygdalahinige responsible for directing
attention to emotionally relevant stimuli. The amygdalalso believed to in uence long-
term memory networks such that the recall of relevant emationplications of the present
stimuli is facilitated. Furthermore, by way of connectidnghe orbital cortex the amygdala
plays a role in rewards and punishments.

All these in uences, however, only provide working memorjtiwinformation about the
goodness or badness of a given stimulus, but they cannouacéar the emergence of a
subjective feeling in LeDoux's opinion.
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Ingredient 2: Amygdala-triggered arousal The amygdala also exerts indirect in u-
ence on the cortex by means of different channels. AccortbngeDoux (1996), an “ex-
tremely important set of such connections involves the sabsystems of the brain.” (LeDoux
1996, p. 285) Low arousal (as in case of drowsiness or sleeggmi ed by a slow and rhyth-
mic electroencephalogram (EEG), whereas high arousaln(\eleeg alert or paying atten-
tion) results in a fast and desynchronized EEG. LeDoux (L88f@érs to dimensional theories
(cp. dimensional theories, Section 2.1.2, and “arousatiresof the global intensity variables
of the OCC-model, cf. Table 2.7, p. 43) of emotions in exptarthe possible connection of
high levels of arousal with the inability to concentrate d¢inev things than the emotion elicit-
ing stimulus. Notably, according to LeDoux (1996), not otilg amygdala activates arousal
systems in the brain, but “the way they are turned on by a dangestimulus is through the
activity of the amygdala.” (LeDoux 1996, p. 290) In generlusal is triggered by novel
stimuli, but only if these stimuli are emotionally relevastich an activation lasts for a longer
time. In the case of emotional stimuli the initially triggerarousal is amygdala-independent,
but the concurrent contribution of amygdala induced arbissassumed to “add impetus to
keep the arousal going.” (LeDoux 1996, p. 290) An inhererdutarity of the amygdala and
the arousal systems is proposed to result in “self-perpewiavicious cycles of emotional
reactivity.”

Together with the above consideration of amgdala's in uepa the cortex a nearly com-
plete picture is obtained comparable to that of a two-dirierad emotion space. The valence
detection is achieved by the rst ingredient and the neagsas@usal is triggered by the sec-
ond. In LeDoux's opinion, however, one more ingredient isassary—bodily feedback, as it
was introduced in the beginning of this Chapter.

Ingredient 3: Bodily feedback With reference to Cannon's work (cp. Section 2.1.2)
LeDoux (1996) claims that the autonomic nervous system (ANSich controls the viscera,
“has the ability to respond selectively, so that viscerglaois can be activated in different
ways in different situations.” (LeDoux 1996, p. 292) Ditéeit emotions (anger, fear, disgust,
sadness, happiness, surprise) are “to some extend” dighngple “on the basis of different
autonomic nervous system responses (like skin temperatutdeart rate).” Concerning the
relatively slow action of visceral responses, which he aekadges, LeDoux (1996) points to
the inherent dynamics of emotional states. Fear, for exeytn turn into anger or disgust or
relief as an emotional episode unfolds” and LeDoux furthepgcts “that visceral feedback
contributes to these emotional changes over time.” (LeD®96, p. 293)

LeDoux (1996) refers to the work of Antonio Damasio (1994¢xplaining the importance
of somatic responses that are assumed to be fast and difé&teeienough to play a more direct
role in emotion elicitation. Especially, Damasio's contef‘as-if loops” for bodily feedback
is very important for this thesis and is therefore explaimethe context of his in uential
“somatic marker hypothesis” in the following.

2.2.2 The Somatic Marker Hypothesis

In Damasio's opinion, the brain and the body are inseparatyected in the process of rea-
soning. Furthermore, the “high-level” and “low-level” iegs of the brain always “cooperate
in making reason” (Damasio 1994, p. xxiii). Because thegel&yvel regions are in charge
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of regulating not only “virtually every bodily organ” butsd the processing of emotions,
Damasio (1994) concludes that “[e]motion, feeling, anddmaal regulation all play a role in
human reason.”

The neurobiological ndings of Damasio suggest that onlyniams with impairments in
certain brain regions show a problem solving behavior,itha¢st described as based on purely
rational, logics-based reasoning. This “high-reason’nfiasio 1994, p. 171) is considered
the “rationalists conception” of human problem solving ihigh emotions and passions are
judged as misleading and confusing and best kept out of theeps. Damasio, however, uses
the terms “brain” and “mind” interchangeably (Damasio 19p4155) and in combination
with the above explanations the mind cannot be seen as indepefrom the body.

The “somatic marker hypothesis” is derived from an extemamount of different neurobi-
ological and psychological ndings. It is Damasio's propbsf a mechanism that is believed
to underly the dynamic interaction of brain and body nalBsulting in conscious feelings.
Before the somatic marker hypothesis is explained, how®amnasio's distinction of primary
and secondary emotions is introduced.

Primary and secondary emotions

Damasio (1994) begins his discussion of emotions with iregitVilliam James' feedback
theory (cf. Section 2.1.1, p. 16) emphasizing its “preoigash mechanism” (Damasio 1994,
p. 131). He highlights three important criticisms of Jantasory:

1. James (1884) completely neglected the cognitive presdassolved in emotion elicita-
tion. According to Damasio (1994), “[h]is account works ifel the rst emotions one
experiences in life, but it does not do justice to what Othgles through in his mind
before he develops jealousy and anger [..].”

2. James (1884) does not allow for any alternative mechaaideeling than bodily feed-
back. Without a body there would be no feeling possible in James' view.

3. All the diverse effects of emotions on cognition and bétraare not included in James'
theory despite their importance in the process of dynanteractions between brain
and body (see also Section 2.2.1).

Based on these criticisms Damasio concludes as follows:

“I begin with the perspective of personal history, and €athe differences be-
tween the emotions we experience early in life, for which meksian “preor-
ganized mechanism' would suf ce, and the emotions we expee as adults,
whose scaffolding has been built gradually on the foundatib those “early'
emotions. | propose calling “early' emotions primary, aadult' emotions sec-
ondary.” (Damasio 1994, p. 131)

Interestingly, Damasio (1994) does not refer to the terrarigdard emotions” coined by James
(1884), although his notion of primary emotions seems tolegimilar.

1Damasio de nes the body as “the organism minus the neusalgigthe central and peripheral components of
the nervous system) [..]” (Damasio 1994, p. 86) and abbtevithe term “nervous system” with the term
“brain”.
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Primary emotions  With this term Damasio (1994) refers to a class of emotioas éine
supposed to be “wired in at birth”, i.e. inate. They are siggbto depend on “limbic sys-
tem circuitry, the amygdala and anterior cingulate beirggghme players.” (Damasio 1994,
p. 133) Damasio also refers to the work of LeDoux (cf. Sec#ighl) that supports the impor-
tance of the amygdala in emotional processes. The peroaptiaggers of primary emotions
are described as “certain features of stimuli in the worlthayur bodies” that are “processed
and then detected by a component of the brain's limbic syssay the amygdala” which
gives rise to a bodily-state “characteristic of the emofear.” (Damasio 1994, p. 131) To this
extent the processes described by Damasio (1994) are weitgusio LeDoux's considerations
presented before. A graphical representation of thesensietaus processes together with the
brain regions involved is given in Figure 2.12(a).

(a) The amygdala (A) and the hippocampus (H) @eIn case of secondary emotions the stimulus addi-
supposed to be the brain regions involved in the dlanally gets “analyzed in the thought process, and may
itation process of primary emotions. “After an appaetivate frontal cortices (VM)” as Damasio (1994) pro-
priate stimulus activates the amygdala (A), a nunpmses. “VM acts via the amygdala. In other words,
of responses ensue: internal responses (IR); musaendary emotions utilize the machinery of Primary
lar responses; visceral responses (autonomic sigriatsptions. [..] Note how the VM depends on A to ex-
and responses to neurotransmitter nuclei and hypgitess its activity [..].” Damasio (1994) points out that
lamus (H). The hypothalamus gives rise to endochiaés once again “deliberately oversimplifying”. Cited
and other chemical responses which use a bloodstfeam(Damasio 1994, p. 137)

route. [..]" cited from (Damasio 1994, p. 132) Other

brain structures are also involved in the process but de-

liberatively left out by Damasio.

Figure 2.12: Damasio's conception of primary (a) and seaon¢b) emotions together with
the respective brain regions (Damasio 1994). The blackyetér in both pictures
represents the brain and brain stem.

These primary emotions developed during phylogeny to stfast and reactive response
behavior in case of immediate danger (see the discussidrasf¢ emotions” in Section 2.1.2,
p. 20). In humans, however, the perception of the changedybsidte is combined with
the object that initiated it resulting in a “feeling of the etion” with respect to that partic-
ular object (Damasio 1994, p. 132). Being conscious of ooes primary emotions offers
us “ exibility of response based on the particular histofyjour] interactions with the envi-
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ronment.” (Damasio 1994, p. 133) In his later writing Dana@003) understands primary
emotions as the class of prototypical, simple emotion typleish can already be ascribed to
one year old children.

There are even more powerful emotional mechanisms in oun tiat develop in every
normal, human individual during ontogenesis. Damasio 4} @3plains as follows:

“[..] I believe that in terms of an individual's developmdtite basic mechanisms]
are followed by mechanisms eécondary emotionsvhich occur once we begin
experiencing feelings and formirgystematic connections between categories of
objects and situations, on the one hand, and primary emstion the other
Structures in the limbic system are not suf cient to supgbg process of sec-
ondary emotions. The network must be broadened, and itnexjthe agency of
prefrontal and of somatosensory cortices.” (Damasio 1p9434), italics in the
original

Secondary emotions  If bodily feedback were necessary for every instance of enat
experience then it could hardly be explained why and howtpéold of the unexpected death
of a person who worked close to you” (Damasio 1994, p. 134)dcgive rise to emotional
experience. Similarly, admiring a sophisticated piecerttde it an opera or a painting—
does probably not involve any appraisal of the likelihooa dife-threatening outcome.

In explaining the rationale for secondary emotions Damék®®4) points to the important
role of one's individual experience. In the introductoraexple the elicitation of a secondary
emotion is based on imagining a hypothetical situation—uttexpected death of a close col-
laborator. Damasio (1994) describes the process as fo(lcwBigure 2.12(b)):

A. Conscious, deliberate consideration: The idea of “mlentages” is central to this cog-
nitive processing step. By means of mental images a perdmiiesed to re ect on the
other person’s current situation, the possible consemsefur him- or herself and the
other person, “in sum, a cognitive evaluation of the corgtehthe event[..].” (Damasio
1994, p. 136) In general, these mental images form reprasems that are “constructed
under the guidance of dispositional representations heltistributed manner over a
large number of higher-order association corticégDamasio 1994, p. 136)

B. Non-conscious response of prefrontal cortex: The sanspbditional representations”
as above are believed to hold knowledge of one's individupeeence in terms of pair-
ings of “certain types of situations” and “certain emotibregsponses”. This knowledge
is used by the prefrontal cortex to respond “automaticaityiavoluntarily [..] to signals
arising from the above images.” The non-conscious learafrtis kind of “acquired
dispositional representations” is in uenced by the earygpe of “innate dispositional
respresentations”. “To summarize: The prefrontal, aegudispositional representa-
tions needed for secondary emotions are a separate lot frenmhate dispositional
representations needed for primary emotions.” (Damasid 19. 137)

C. Nonconscious response of amygdala and anterior cirggul&ie response of the above
prefrontal dispositional representations is signalethéoamygdala and the anterior cin-
gulate and four kinds of responses ensue: (a) signals todithe \da peripheral nerves

2In the caption of Figure 2.12(b) this process is describemhasyzing a stimulus “in the thought process”.
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resulting in changes of the state of the viscera; (b) sigiodise motor system resulting
in changes of body posture and facial expression; (c) awivaf the endocrine and
peptide systems resulting in chemical actions changindtiuy and brain states; and
nally, (d) particular patterns activate nonspeci ¢ netransmitter nuclei in the brain
stem and basal forebrain resulting in “chemical messageariad regions of the telen-
cephalon (e.g. basal ganglia and cerebral cortex).” (Dani®94, p. 138)

This outline of the process leading to the elicitation ofes@tary emotions might be judged
as unsatisfactory by a computer scientist, because marsfigong arise such as how to make
these major processing steps explicit enough for a compotdtimplementation. Of course,
Damasio does not aim to provide such a detailed and expésitription of the complex brain
processe$. For the aim of this thesis, however, the following assuongiare derived from
the above description:

1. In contrast to primary emotions, the process resultirggozondary emotions starts with
conscious, cognitive evaluation. (A)

2. The deliberation process uses and modi es aspects ofaste(memories, experiences)
and the future (expectations). (A)

3. Some kind of higher-order, dispositional representafarms the basis of so-called
“mental images” which can be pictorial or linguistical. (A)

4. The past experiences are crystallized in pairings oasdns and (primary) emotions.
Nonconscious processes work on these experiences to @g@gpvepriate second-order
dispositional representations that are needed for secped#otions. (B)

5. The bodily responses (a), (b), and (c) cause an “emotludy state” (Damasio 1994,
p. 138) that is subsequently analyzed in the thought pragi#sshaving been signaled
back “to the limbicand somatosensory systems.” (italics in the original) (C)

6. In parallel, the cognitive state itself (i.e. the brais)directly modulated during the
process. (C)

After the reconceptualization of Damasio's descriptiohgrioposal is comparable to Scherer's
relationship between functions and components of emotnahthe organismic subsystems
(Scherer 2001) presented in Table 2.5, p. 34.

Concerning the bodily responses (see 5) one might still wohdw Damasio can account
for those kinds of emotional experience that seem not tdwevany bodily feedback, e.g. the
introductory example of admiration. At this point Damasl®94) introduces his “somatic
marker hypothesis” together with an “as-if loop” of bodigeidback.

Somatic markers and the “as-if” loop of bodily feedback

Damasio (1994) summarizes his idea as follows:

13And he states the impossibility of such an endeavor becditbe tack of further details.
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“In short, somatic markers are a special instance of feelings genéraben sec-
ondary emotions.Those emotions and feelingmve been connected, by learn-
ing, to predicted future outcomes of certain scenarid8ien a negative somatic
marker is juxtaposed to a particular future outcome the ¢oation functions as
an alarm bell. When a positive somatic marker is juxtaposstead, it becomes
a beacon of incentive.” (Damasio 1994, p. 174) italics indhginal

The acquisition of these somatic markers is described a#tiresfrom inherently social and

developmental processes (Damasio 1994, p. 177). Theylars, believed to be acquired
“under the control of an internal preference system and witidein uence of an external set
of circumstances which include [..] also social convergiand ethical rules.” (Damasio 1994,
p. 179) This differentiation of internal and external cohtreminds one again of Scherer's
“appraisal objective” labeled “Normative Signi cance Hwation” in Table 2.6, p. 37.

Emotion

— @@

Basic state

> @+ @

Advanced state

Figure 2.13: The internalization model of emotional depetent (after (Holodynski &
Friedlmeier 2005, p. 68+70)). (1) A stimulus is perceived appraised on the
basis of current motives, goals and expectations. (2a)cBsaate: Triggering
body and expressive reactions. (2b) Advanced state: Bodyeapressive re-
actions can be bridged by mental representations of inépto@ (1S) and pro-
prioceptive (PS) sensations. (3) Simultaneous represemtaf the cause of the
emotion and the body and expressive reactions as cons@elisd. (4) Body
and expressive (4agactions(basic state) or (4bjensationgadvanced state)
plus conscious feeling trigger motive serving actions

Concerning emotional experience and expression Holodyadkiedimeier (2005) also
believe that the variety of emotions increases during amegis due to the availability of
higher cognitive functions. They present an “internal@matnodel of emotional development”
in its “basic” and “advanced” state (cf. Figure 2.13).

In their discussion Holodynski & Friedimeier (2005) alsdereto Damasio's idea of “so-
matic markers” by which otherwise unemotionally perceigadses of events become “marked
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and coloured” (Holodynski & Friedlmeier 2005, p. 68) by exgsive and bodily sensations.
The difference between the basic and the advanced stateiohtbdel consists of an adults
ability to internalize his or her bodily and expressive feack preventing a directly observable
expression of his or her emotional state. A child, on thertlaed, is almost unable to bypass
the body loop and to refer only to somatic sensations witkkoutesponding expressions and
body reactions.

After somatic markers have built up during ontogenesisy tre believed to reside in the
somatosensory system of the brain. If the above processcohdary emotion elicitation
makes use of these learned bodily experiences instead oédheless responsive body, the
“as-if” loop of bodily feedback is established. Damasidesaclearly that “[tjhe processing in
the "as-if' loop bypasses the body entirely.” (Damasio 1924.56)

In the ninth chapter of his book Damasio (1994) presentsresults of empirical tests of
his somatic marker hypothesis (SMH). The “lowa gamblingct485T, see Bechara, Dama-
sio, Tranel & Damasio (2005) for a description) is mostlydise falsify the prediction that
emotional impairments in uence rational decision makisglarivable from Damasio's work.
Based on the IGT, Bechara et al. (2005) provided additiomapsrt for the general reason-
ability of the SMH, but the interpretability of the acquirddta is still a highly debated topic
(cf. Maia & McClelland (2004), Dunn, Dalgleish & Lawrence0@®)).

Other classes of emotions

Before summarizing this Chapter two other classes of emstwe outlined, which have been
introduced by Damasio (2003): Background and Social emstio

Background emotions They are considered to be different from moods (e.g. as ak ne
by Scherer (2001)) but they bear some resemblance with &théde nition of preferences
(p. 36). According to Damasio, when spontaneously beingaslow one feels one is likely
to answer in terms of a background emotion. Accordinglykgasund emotions “are com-
posite expressions of [..] regulatory actions [(e.g., asmeostatic processes, pain and plea-
sure behaviors, and appetites)] as they unfold and intemseaent by moment in our lives.”
(Damasio 2003, p. 44) Damasio admits, however, that thiseqarstill needs to be clari ed
by further investigation.

Social emotions  Damasio calls the previously introduced secondary emstimw “so-
cial emotions” and presents “sympathy, embarrassmenimahguilt, pride, jealousy, envy,
gratitude, admiration, indignation, and contempt” (Daim&003, p. 44) as examplary mem-
bers. Sloman (2000) and Grif ths (2002) introduced thisssl@f emotions before already
naming its members “tertiary emotions” (Sloman) and “maeéllian emotions” (Grif ths).

Zinck & Newen (2007) further split up social emotions intanpary and secondary cogni-
tive emotions. The rst subclass refers to, e.g., such tygggsy “in which a minimal set of
cognitive content is present in the emotional pattern”giample, when listening to “the clear
composition of the triumphant conclusion to a Beethoven@yony.” (Zinck & Newen 2007,
p. 13) Contrary, secondary cognitive emotions are labekegh*level cognitive emotions”
(Zinck & Newen 2007, p. 14) and are based on cognitive evianaif situations including
social norms, expectations and the like.
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2.2.3 Conclusion

Taking into account that the term “emotion” still refers tamy different affect-related con-
cepts it is not suprising that neurobiologists interpretet of their ndings are less clear-cut
as hoped for. Nevertheless, the following classes of emstare derived from the above
ndings concerning neural machinery of emotions and thaiogenetical development:

1. Background emotions remain mainly unconscious and relseour “state of being” on
a scale between good or bad. Basic approach and avoidanaédrsiresult from these
background emotions and the predisposition to experienigg&py emotions is changed
as well.

2. Primary emotions are the class of prototypical, simpleten types which can already
be ascribed to one year old children. These emotions arerguanged by distinct facial
expressions that are clearly identi able across cultureseven across species. Exam-
ples include fear, anger, disgust, sadness and happiness.

3. Secondary or social emotions are the product of comptgyitive processing based on
social norms and values as well as experiences and expastafh secondary emotion
such as pride or embarrassment is often accompanied by argriemotion's facial
expression.

Furthermore, the idea of an “as-if” loop for bodily feedbatkves some problems with the
original feedback theory proposed by James (1884) and LE&B5) (cf. Section2.1.1).

It has to be pointed out, however, that neither LeDoux nor Bsimconsider it possible for
a robotic system to ever really “have” emotions.

For LeDoux (1996) the study of “how the brain processes emnatiinformation” only helps
to “understand how it creates emotional experience” butmdprogram computers to have
these experiences.” (LeDoux 1996, p. 37) He proposes msteaise information processing
ideas as the conceptual apparatus for understanding ocossekperience.” (LeDoux 1996,
p. 38) His further argumentation in the context of feelingsyever, remains unsatisfying.

For Damasio (1994) the inability of a computer system to expee rather than only sim-
ulate emotions and feelings results from the cognitiverg@és belief in the “mind as a
software program” running on a separable hardware. Comesglyu Damasio believes that
Descartes made the following error:

“This is Descartes' error: the abyssal separation betwedy Bnd mind, between
the sizable, dimensioned, mechanically operated, inlpitvisible body stulff,
on the one hand, and the unsizable, undimensioned, un-pilehie, nondivisible
mind stuff; the suggestion that reasoning, and moral judgenand the suffering
that comes from physical pain or emotional upheaval mighteseparately from
the body.” (Damasio 1994, p. 249f)

2.3 Summary

This chapter started with an introduction to feedbacktiesan which bodily feedback was
historically not only considered necessary but also sentifor the experience of so-called
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“standard emotion” (James 1884). This assumption was gulsdly re ned several times
and resulted in the so-called neo-jamesian theories. Tifereht assumptions of the facial
feedback theory were discussed and in particular Ekmantiiet on unversial expressions
of emotions were detailed in its context. The resulting idé&basic emotions” led to the
investigation of one member of so-called “palette thedradsemotions, namely Plutchik's
three-dimensional structural model of emotions. After destionable points of this theory
were highlighted and its positive aspects detailed, theeggrtlass of dimensional theories
was presented.

In explaining Wundt's early idea of a “continuous courseea#ling” (Wundt 1863) in three-
dimensional, orthogonal emotion space the aspect of silgdeeling state became central.
The “affective primacy idea” (Zajonc 1980) was elaborat@ct;ording to which cold cogni-
tions are turned into hot emotions.

A detailed investigation of a number of other dimensionabgan theories led to the con-
clusion that three dimensions are necessary and suf ceecapture the main elements of an
emotion’'s connotative meaning—at least in case of simptesteons such as primary or basic
ones. The three dimensions chosen for emotion represamtatthis thesis are labeldelea-
sure Arousal andDominance(Russell & Mehrabian 1977) spanning an orthogonal space,
which is labeled PAD space. Five of Ekman's six basic ematiere located in PAD space
according to Russell & Mehrabian (1977).

With a focus on the processes that form the basis of emotepisbdes two appraisal theo-
ries were discussed next. At rst, the classical approact eampli ed with a discussion of
Scherer's Component Process Model (Scherer 1984). In dimtext Scherer's considerations
of the difference between conscious and unconscious @eseas appraisal (Scherer 2005)
were introduced and contrasted with dimensional theofeesyhich a de nition of affective
states was given. Afterwards, the thirteen stimulus ev@oahecks (SEC) were detailed
together with their respective appraisal objectives.

The OCC-theory of Ortony et al. (1988) was nally outlinedeasecond, important example
of an appraisal theory. Thereby, the connection to the @imation theories—esp. to the ideas
of James (1884)—was drawn whenever possible to show tlsatiteory is not only trying to
explain the semantic eld of emotion words, although it hase grouped into the class of
semantics-based emotion theories.

In concluding the appraisal theories the recent ideas air9ret al. (2005) were introduced
and compared to the ideas of Scherer (2005). In summaryapisaisal theorists recently
consider some kind of bodily feedback resulting from lowestel, presumably unconscious
processing important for realizing “hot” emotions out 0bl@d” cognitions.

In Section 2.2 the neural machinery of the brain was examihadoux’'s work on fear
conditioning provided the idea that the co-representatiomorking memory of immediately
present stimuli, amygdala dependent arousal, and hippealadependent explicit memory—
if it is accompanied by bodily feedback—might explain canses experience of fear.

In the context of Damasio's in uential work the principaldiinction between (prototypical,
inborn) primary emotions and (learned, adult) secondargtems was introduced. A con-
nection to developmental psychology was drawn substamgiftiese two classes of emotions
and, nally, further classes of emotions were presented.

In the WASABI architecture the distinction of three claseéaffective states—mood, pri-
mary emotions, and secondary emotions—is followed togetita distinguishing an agent's
cognitive abilities and its dynamics of bodily feeling asailed in Chapter 4.
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In her book “Affective Computing” Rosalind Picard (1997gaes for the development of
so-called “affective computers” that might serve the foilog purpose:

“It is my hope that affective computers, as tools to help ufl,net just be more
intelligent machines, but will also be companions in ouresbrs to better un-
derstand how we are made, and so enhance our own humaniterdPL997, p.
Xi)

Picard de nes the term “affective computing” as “computihgt relates to, arises from, or
deliberately in uences emotions” and emphasizes that‘thidudes implementing emotions,
and therefore can aid the development and testing of new lanehaotion theories.” (Picard
1997, p. 3) She compares the traditional Al approach of baleed expert systems with ratio-
nal laws and emotions with “songs” of a society and pointstbat “laws and rules are not
suf cient for understanding or predicting human behavind antelligence.” (Picard 1997, p.
5) This assumption is supported by psychological and neoiadical ndings (cf. Chapter 2)
that are extensively discussed by Picard (1997).

The term “Affective Computing” in itself, however, is qu&stable as Hollnagel (2003) be-
lieves. He gives two reasons for his statement that “affeatomputing” can be quali ed as
a “brainless phrase” (Hollnagel 2003, p. 65). In his opinfoomputing by its very nature
cannot be affective” and using the term to refer to a spetjipeof computing is misleading,
because it can only refer to a specuseof computing. To support his arguments Hollnagel—
with reference to Descartes—divides emotions into threeets: “(1) the behavioral aspect,
(2) the physiological aspect and (3) the subjective asésb Called the introspective or phe-
nomenological aspect).” (Hollnagel 2003, p. 66) He therppints the computer's lack of
“anything similar to an autonomic nervous system” that iaagally agreed on by emotion
theorists to be a “sine qua non” for affect and emotion in hasnaBecause computers are
purely based on logical information processing, “thereasway which they can be emotional
or affective in the normal meaning of the words.” (HolinagéD3, p. 68)

Hollnagel contrasts the illusive term “Affective Compugirwith the concept of “Effective
Computing” (Freeman 1995) and suggests to use emotionsnorive the effectiveness of
communication.” In his understanding, however, exprastie affective modality “by differ-
ent means such as grammatical structure [..], the choiceoodisy or the tone of voice [..]”
cannot be labeled “affective computing as such.” (Holln2§€3, p. 69) He summarizes this
idea as follows:

“Instead the style of computing—or rather, the style of caimination or interaction—
is effectual It does not try to transmit emotions as such but rathereseftir
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adjusting the style of communication to achieve maximuraaiveness.” (Holl-
nagel 2003, p. 69)

Freeman (1995) de nes the aim of “effective computing sce&gras “consisting of a com-
munity of scholars with a strorigtellectual core of computer scienadupled with emphasis
areas that focus on interactions with other disciplinesdmputer science is understood as
“an effective element of some larger, often real-world eat (Freeman 1995, p. 28) Ac-
cordingly, “affective” computing can be described as onle eld of a much larger area of
“effective” computing, whereby the term affective highiig the special interest in the in u-
ence of emotions and related concepts on the interactioveleethumans and computers.

In response to Hollnagel's critical assessment of the teffettive Computing” Hudlicka
states more precisely the aims of researchers in Affectorailiting:

“One of the aims of the eld is to answer precisely this questiWhen is affect
helpful in human-machine communication? When should thehina recognize
and respond to the user's affect? And how? To answer thestigong we must
rst construct machines capable of recognizing and “sitndaaffect. And that

is precisely one of the aims of affective computing and a&ifedHCI. [..] And one

of the roles of affective computing is to better understdmal ¢apabilities (and
limitations) of our affective-cognitive system, and thgrghopefully) provide

improved computer tools to assist us.” (Hudlicka 2003a,4). 7

This discussion mainly arises due to the slippery naturb@tinderlying concepts “affect”
and “emotion” that have not been de ned precisely enougltiargi c literature (cf. Chap-
ter 2). This indetermination is especially problematic ae starts to program computers to
recognize and simulate affect. With growing interest in enoatural interaction with comput-
ers in the form of Embodied Conversational Agents (cf. ®@ctil.2 and 3.2) or Social Robots
(cf. Section 3.3), however, researchers have begun torateeg certain level of affective com-
petence into their agents' architectures.

This Chapter gives an overview of related work in the eld Affective Computing” which
is stillin the edgling stages. The overview is split intorgeral emotion architectures (cf. Sec-
tion 3.1), architectures for virtual humans (cf. Sectio; Xf. Vinayagamoorthy, Gillies,
Steed, Tanguy, Pan, Loscos & Slater (2006) for an overviewdl, architectures for social
robots (cf. Section 3.3; cf. Dautenhahn, Nourbakhsh & F@@§B) for an overview), because
different platforms bring about different affordances $onulating affect.

3.1 General Emotion Architectures

“The need to cope with a changing and partly unpredictablddumakes it
very likely that any intelligent system with multiple mogis and limited powers
will have emotions.” Sloman & Croucher (1981)

When personal computers became affordable for everyormeih980s, the scienti c com-
munity intensi ed the use of computers to evaluated thezotietical models of emotions. As
reported in Section 2.1.3, Ortony et al. explicitly labe2ithOCC-model a “computationally
tractable model of emotion” (Ortony et al. 1988, p. 181) aocbadingly propose conditional
rules suitable for implementation.
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Early computational models such as the “Affective ReasdmgElliott (1992) or the “Em”
emotion module within the “Tok” architecturare based on the OCC-model and were ac-
companied by an ongoing discussion about “cognitive-eonali interactions” (cf. Hudlicka
2003b; LeDoux 1995; Zajonc 1980), see also Section 2.1.23p. Ortony et al. deliber-
ately left out “other important aspects of emotion, suchhesghysiological, behavioral or
expressive components” (Ortony et al. 1988, p. 2), whichhaceessary seed crystals of emo-
tional episodes for researchers like James (1884) and L{A8§&) and recent neurobiological
ndings support their view (cf. Sections 2.1.1 and 2.2).

Staller & Petta (1998) present a comprehensive overviewefAffective Reasoner” to-
gether with a critical discussion and Elliott (1994) hinisBscusses the problems of shallow
architectures of emotions that are following the experteays approach. Nevertheless, El-
liott, Rickel & Lester (1997) used the Affective Reasonelbasis for emotion simulation in
STEVE—one of the rst three-dimensional virtual agentshidson & Rickel 1997). John-
son, Rickel & Lester (2000) give an excellent review of theady developments of so-called
“Animated Pedagogical Agents”.

The following section focuses on emotion architectureat #ne not explicitly focusing on
some kind of virtual agent. They rather present more gereraputational models of human
emotions.

3.1.1 The H-CogAff architecture

Based on his own distinction of three kinds of theories fodeiting affect (presented in the
beginning of Chapter 2 (p. 15)) Sloman (1992) is a proponetésign-based theories arguing
in the following way:

“I believe a proper analysis of the concept of an "affectstate or process must
be based on a more general theory of the coarse-grainedeatcine of mind.
Such a theory, should describe the main sub-mechanismsjrghbow they are
related and how their causal roles within the total systdfaerdivVarious functions
for mechanisms and states can be distinguished, but ordtivelto the whole
architecture.” (Sloman 1992, p. 233)

Therefore, his “H-CogAff architecture” (Sloman 1998, 20@0oman et al. 2005) (cf. Fig-
ure 3.1(b)) is derived as a special case from the more geffeagAff schema” (cf. Fig-
ure 3.1(a)) to “cover the main features of the virtual infatran-processing architecture of
normal (adult) humans.” (Sloman et al. 2005, p. 22) Slom&98) follows Damasio in dis-
tinguishing “primary” and “secondary” emotions (see algri®n 2.2.2) but adds the class
of “tertiary” emotions de ned as “typically human emotidr&tates involving partial loss of
control of thought processes (perturbance), e.g. stateglig humiliated, infatuated, guilty,
or full of excited anticipation [..].” (Sloman 2000, p. 13)

Primary emotions might be elicited by an “alarm system” @fure 3.1(a)), which is be-
lieved to be activated byeactive mechanisms case of emergency. According to Sloman
et al. (2005), the general “perturbances” resulting fromalarm system's activation cause an
interrupt in an agent's normal processing and this “actugldential disturbance” is proposed

The Tok architecture was developed in the context of the Qifept (Bates & Reilly 1992; Reilly 1996) as
discussed in (Becker 2003).
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(a) The general CogAff schema, cited from (Slomé») The H-CogAff architecture, cited from (Sloman
et al. 2005, p. 20) et al. 2005, p. 23)

Figure 3.1: Sloman's conception of an adult human's cogaiéirchitecture

as a “very general de nition of emotion.” (Sloman et al. 20@5 25) The existence of pri-
mary emotions, in this view, only depends on the type of imf@tion processing that a given
architecture supports.

Consequently, as soon dsliberative reasoningan take place in an agent's architecture
the elicitation of secondary emotions is assumed possibfldman et al. (2005). This layer
(cf. Figure 3.1(b)) enables “Planning”, “deciding”, and 1t if reasoning” and is, thus, com-
parable to Damasio's conception of secondary emotionsHiguire 2.12(b), p. 52). That the
H-CogAff architecture is explicitly designed for adult human goes in line with the discus-
sion of ontogenetical development of emotions in Secti@x22 because young children still
have to acquire the necessary ability to generate expecsabiased on prior experiences.

With the realization ofe ective processem an agent's architecture meta-management can
give rise to “tertiary emotions”, because they involve tedtor dispositional disruption of
attention-control processes in the meta-managementdtieed system.” (Sloman et al. 2005,
p. 26) To this respect Sloman et al. go further than Damasjoraposing a third class of
emotions, but they do not include Damasio's conception @kgeound emotions (see Sec-
tion 2.2.2).

In essence, cognitive appraisal in the CogAff architeciaresalized along the lines of
Ortony et al. (1988) and for Sloman et al. an agent's architeanust support “the ontological
distinction between agents and objects.” (Sloman et al52p0 31) Otherwise agent-based
emotions such as being jealous cannot be represented.

3.1.2 FLAME: Fuzzy Logic Adaptive Model of Emotions

El-Nasr, Yen & loerger (2000) present a formalization of tly@amics of 14 emotions based
on fuzzy logic rules (cf. Figure 3.2). The “emotional praeesmponent” starts with “Event
Evaluation” (cf. Figure 3.2(a)). This process not only exdés the importance of the goals
that are affected by an event but also to what degree the affents these goals. Fuzzy rules
are applied to these values to calculate the event's “Diifitsél, which is then passed to the
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(8) The “emotional process component” ¢§) The user interface of PETEEI: A “PET with Evolving Emo-
FLAME, cited from (El-Nasr et al. 2000, ptional Intelligence”, cited from (El-Nasr et al. 2000, p.£24
228)

Figure 3.2: The emotion process component of FLAME (El-Ndsid. 2000) and a screenshot
of the user interface of PETEEI (EI-Nasr et al. 1999)

OCC-based “appraisal” process to determine the changesiertiotional state. An emotion
Iter is applied next and an appropriate behavior is selectdotably, the emotional state is
“eventually decayed and fed back to the system for the nepdtibn” (EI-Nasr et al. 2000, p.
227) letting this computational model also take into ac¢dl@ possible in uence of previous
emotional states.

Furthermore, a mood value is continuously calculated askeage of all emotion inten-
sities. By introducing mood El-Nasr et al. provide a solntto the problem of con icting
emotions being activated at the same time. If, for exampl@gent is in a negative mood and
a positive emotion likgoy has an intensity of 0.25 together with a negative emotiandikger
having an intensity of 0.20, “the negative emotion inhilbits positive emotion” even though
“the positive emotion was triggered with a higher intendiycause the agent is in a negative
mood.” (El-Nasr et al. 2000, p. 235)

FLAME further includes inductive algorithms for learningnabling an agent to generate
expectations based on rewards and punishments. It wasssfigie integrated into PETEEI
(ElI-Nasr et al. 1999), an interactive simulation of a pegufe 3.2(b) presents a screenshot of
PETEEI's graphical user interface by which the user carraatewith the pet analogue to sim-
ple role-playing games. In the summary of their questiomabased evaluation of PETEEI's
performance, however, El-Nasr et al. (2000) have to adrattttre use of fuzzy logic was only
useful to ease the integration of emotions, but did not daunt signi cantly to the perceived
level of intelligence. They point to several future extemsi including the use of FLAME for
emotion modeling in virtual characters, in which case thditazhal integration of a person-
ality model is argued for. They admit, however, that inchglpersonality in FLAME “would
be a dif cult but important task” (El-Nasr et al. 2000, p. 258d some parameters of their
model already account for personality related aspects wigmbehavior.
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3.1.3 Emile and EMA: A computational model of appraisal
dynamics

Gratch & Marsella (2004) present a domain-independentdvaonk for modeling emotions
that combines insights from emotion psychology with thelrodblogies of cognitive science
in a promising way. Taking the “symbolic arti cial perspea” Gratch & Marsella present
a BDI-based approaélio integrate appraisal and coping processes in an ageoki#esture
that are central to emotion elicitation and social intecact

Central to their idea are “appraisal frames and variablgsivhich the emotional value
of external and internal processes and events are captureohcrete data structures. By
making use of the agent's BDI-based reasoning power basedmeepts such as likelihood
and desirability, individual instances of emotion are geinerated and then aggregated into a
current emotional state and overall mood. An overall moogkmsn to be bene cial, because
it has been shown to impact “a range of cognitive, percefuodlbehavioral processes, such
as memory recall (mood-congruent recall), learning, psiadical disorders (depression) and
decision-making” (Gratch & Marsella 2004, p. 18). This moadue is also used as an
addendum in the calculation of otherwise equally activatedtional states (such as fear and
hope at the same time) following the idea of mood-congruerdtsns.

The appraisal component is based on the work of Gratch (1999 adapted Elliott's
“Affective Reasoner” (Elliott 1992), which itself is bas@&m the OCC-model of emotions
(cf. Section 2.1.3). WittEmile, a model of emotional reasoning, Gratch (2000) presithe
rst version of an emotion model to which the idea of “planskd appraisal” is central. Gratch
explains this idea in the following way:

“Rather than appraising events direcEEyniIe appraises the state of plans in mem-
ory. [..] The relationship between events and an agentjgadision is derived
more generally by a general purpose planning algorithnj. Emile replaces a
large number of domain-speci ¢ construal frames neededdamgttual theory [as
proposed by Elliott] with a small number of domain-indepemnidules.”

This idea has proven valuable and, thus, also underlies “HMArsella & Gratch 2006), in
which dynamic aspects of appraisal are emphasized even Rengarkably, their framework
for modeling emotions is the rst fully implemented, domamdependent architecture for
emotional conversational agents.

3.1.4 Soar-Emote: Mood and Feeling from Emotion

With their “computational framework for emotions and fegls” Marinier & Laird (2004)
aim to combine the work of Gratch & Marsella (2004) (cp. SactB.1.3) with the ndings
of Damasio (1994) (cp. Section 2.2.2). In later publicagigMarinier & Laird 2006, 2007),
however, Damasio's work becomes less central and the aufblbow the ideas of Scherer
(2001) (cf. Section 2.1.3). The central idea of “appraisatfes” is based on the EMA model
(see above) and Marinier & Laird (2007) explain in-depth hbey model eleven of Scherer's

2Details of the Belief-Desire-Intention approach to moaigliational agents are given in Section 6.1.1.
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sixteen appraisal dimensiohfor integration in the Soar cognitive architecture, whidsoa
underlies the implementation of Gratch & Marsella (2004).

(@) A “Feeling Frame” results from the combingb) Exemplary combination of the intensities of a mood
tion of a “Mood Frame” with an “Emotion Frame&nd an emotion frame resulting in a feeling frame
(Marinier & Laird 2007, p. 462) (Marinier & Laird 2007, p. 466)

Figure 3.3: The Soar-Emote model: Computational ModelihgMood and Feeling from
Emotion (Marinier & Laird 2007)

Interestingly, Marinier & Laird claim to follow Damasio'sstinction between emotion and
feeling—that is a feeling as “the agent's perception of f[@mjption.” (Marinier & Laird 2007,
p. 461) With reference to James (1884) they mention the iflé&@ebngs as conscious expe-
rience of bodily feedback (cp. Sections 2.1.1 and 2.2.2)agde that this idea is captured
by their concept of mood as a kind of “memory of recent emaipwhich in combination
with “the agent's appraisal of the current situation (er}i gives rise to feelings (cf. Fig-
ure 3.3(a)). They provide detailed functions for the caltioh of a feeling's intensity based
on given appraisal frames for emotion and mood.

In consequence, an “Active Appraisal Frame” (cf. Figure(@J)3 which is the result of a
momentary appraisal of a given event, can be different floeiPerceived Appraisal Frame”,
which in turn results from the combination of the actual maod emotion frames. In Fig-
ure 3.3(b) an example combination of the two appraisal feafvood” and “Emotion” is
given resulting in a third appraisal frame labeled “Feélifighus, the intensity of a combined
feeling can be higher than the maximum of each componenismibdel as given in the last
line (“Intensity”) of the Table presented in Figure 3.3(b).

In summary, Marinier & Laird (2007) present a promising altgive approach to computa-
tional modeling of emotions, even if their theoretical urpgdening could be more elaborated.
They complain much too often about the lack of empirical mgk in support of their design
decisions, even if such results can be found as will be @etanil later chapters of this thesis.
Surprisingly, their approach resembles similar ideas asldped independently by Becker &
Wachsmuth (2006a).

3In Table 2.6 (page 37) only thirteen SECs appear, becaus®theslty check” consists of three sub-checks
and the “Causal attribution check” differentiates betwé€ause: agent” and “Cause: Motive” (Scherer
2001, p. 114).
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3.1.5 Summary and conclusion

Before going on with a discussion of virtual agents as endabditeraction partners it seems
reasonable to re ect the previously presented models inigi of the Affect Simulation
Architecture conceptualized in this thesis.

The H-CogAff architecture is a truly remarkable contributito the eld of “Affective
Computing”. The principle distinction of three emotion sdas arising from three different
but highly interconnected architectural layers is supgmbthy research in cognitive science
(cf. Section 2.1.3) as well as neuroscience (cf. SectiorRR.ZFurthermore, it bears resem-
blance to the three processing levels of Ortony et al. (2pd&gented in Figure 2.10, p. 45.
Accordingly, the conceptual distinction of reactive meukens and deliberative reasoning is
followed in this thesis not only with respect to our agentgugitive architecture in general
(cp. Figure 1.3, p. 11), but also in the implementation ofrfaiy and secondary emotions.

FLAME provides an interesting concept of mood as an addilifactor in the appraisal as
well as the disambiguation process. The idea of expectgeoeration by means of learning
based on user feedback is remarkable and the parameterotberdynamics in the Affect
Simulation Architecture (cf. Chapter 4) can account fospeality related factors similarly to
the parameters of the FLAME architecture.

Emile and EMA have proven to be successful in a series of egpdins and are very good
examples of OCC-based computational emotion models. Hew®avid Traum (personal
communication) had to admit that the high number of ruleslemented in Soar are very
dif cult to administer and make it even more dif cult to extd the system. As mentioned
in the beginning of this section, Staller & Petta (1998) adhe criticized the brittleness of
purely rule-based approaches to emotion modeling. Achgesi domain-independent archi-
tecture such as EMA is an important goal of recent researchffective Computing and
with the Affect Simulation Architecture the author aims theeve a similar level of domain-
independency.

Soar-Emote could not yet keep its promise to provide a coatimn of mood and emo-
tion resulting in feeling. Using the same data structurealbthree affect-related concepts
(emotion, mood and feeling) seems inappropriate, becdasertly aspect mood has in com-
mon with emotion is a valence component. Especially theapgakdimensionsause-agent
and cause-motiveontradict the common de nition of mood as a less objecttersd affec-
tive concept. The underlying ideas of feelings as percearadtions and mutual in uence of
emotion and mood, however, are taken up for the Affect Sitiarigroposed in this thesis.

3.2 Simulating Virtual Humans

Gratch, Rickel, André, Cassell, Petajan & Badler (2002)ivate the development of “virtual
humans” in contrast to humanoid robots in their excelleviese with the following words:

“With the untidy problems of sensing and acting in the phgkworld thus dis-
pensed, the focus of virtual human research is on captunegithness and dy-
namics of human behavior.” (Gratch et al. 2002, p. 54)

They emphasize the importance of “psychology and commtiaittéheory to appropriately
convey nonverbal behavior, emotion, and personality”alose of the high expectations people
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(&) The Embodied Con{b) Greta: A 3D Embod-(c) Two “virtual charac-(d) The virtual human
versational Agent REAied Conversational Agenters” of the VirtualHumanMAX: A presentation
A virtual “Real Estate(Pelachaud et al. 2008) project (Reithinger et alagent in a computer
Agent” (Cassell 2000a, p. 2006, p. 52) museum (Becker et al.
71) 2004, p. 161)

Figure 3.4: Four different approaches to the simulationid@ial humans: (a) The Real Estate
Agent REA (cf. Section 3.2.1), (b) the ECA Greta (cf. Sect®A.2), (c) two
virtual characters of the VirtualHuman demonstrator sysef. Section 3.2.3),
and (d) the virtual human MAX as a guide to a museum (cf. Se@ia.4)

have when being confronted with humanoid agents. This@egives an overview of those
virtual humans that are employed as “socially competentiltimodal interface agents.

3.2.1 REA: The Real Estate Agent

With respect to embodied conversational agents such afRibal ‘Estate Agent” REA (Cas-
sell 2000a; Cassell, Bickmore, Billinghurst, Campbell,a@d, Vilhjailmsson & Yan 1999)
(cf. Figure 3.4(a)), Bickmore & Cassell (2005) argue for tiegration of non-verbal cues,
whenever such agents are to take part in social dialogs.

In discussing the relationship between social dialog amst they follow the multi-dimensio-
nal model of interpersonal relationship of Svennevig (988 Svennevig & Xie 2002, for
a review). This model distinguishes three dimensions narfiaghiliarity, solidarity andaf-
fect the last of which can be understood as representing “theedegj liking the interactants
have for each other”. (Bickmore & Cassell 2005, p. 30) Inttiaplementation Bickmore &
Cassell couple this dynamic parameter with the socialtgtwficoordination, which in turn is
seen as an outcome of uent and natural small talk interact@oordination is understood as a
means to synchronize short units of talk and nonverbal agledgement leading to increased
liking and positive affect.

It is notable that the additional usage of non-verbal compative means is suf cient to
generate this kind of undifferentiated positive affecthie human user. In other words, Bick-
more & Cassell (2005) believe that there is no need to sirm@atembodied agent's internal
emotional state to affect a human interlocutor positively.
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(a) anger (b) superposition ofc) sadness masked by (d) sadness
sadness and anger anger

Figure 3.5: Four emotional facial expressions of Greta: rig) @) are blendings of the two
emotions anger and sadness (Ochs et al. 2005, p. 713)

3.2.2 Greta: A believable agent

With their development of the ECA “Greta” (cf. Figure 3.4(Belachaud & Bilvi (2003) are
mainly concerned with believability of conversationaleriace agents. Consequently, their
agent's facial expressivity (cf. de Rosis, Pelachaud, Pdggro glio & de Carolis 2003,
for details) was extensively evaluated in the context of Hueopean project “MagiCster”
(de Rosis, Matheson, Pelachaud & Rist 2608ased on the common hypothesis that the
additional presentation of an embodied agent supports uhgah user's task performance,
de Rosis et al. (2003) added video clips of Greta's face anthsyic voice to a dialog system.
Several versions of this system were then compared to tdytaord human video settings
in the healthy eating domain (Berry, Butler & de Rosis 200Byen though the results of
their study do not fully support the initial hypothesis, BeButler, de Rosis, Laaksolahti,
Pelachaud & Steedman (2004) see their de nition of a methaggofor evaluating the effects
of animated characters as a positive result in itself. Funtiore, the consistency of facial
expressions and message content was found to be most imforta

To guarantee that Greta's facial expressions are alwaysistent with the situational con-
text, de Rosis et al. (2003) model Greta's “mind” based onBbRd-approach by Rao &
Georgeff (1991) (cp. Section 1.2.3). In their opinion, dstecy is achieved as soon as Greta
acts consistently “with her goal, her state of mind and hesqaality.” (de Rosis et al. 2003,
p. 86) In addition, her BDI-based “mental state includespmegentation of the beliefs and
goals that drive the feeling of emotions and the decisionlativer to display or to hide them.”
(de Rosis et al. 2003, p. 87)

Greta's emotion model consists of a “Dynamic Belief Netw@fdN)” (de Rosis et al.
2003, p. 95) and includes the event-based emotions of the @@i{&| (cp. Figure 2.9, p. 41).
With dynamic belief networks the time dimension is integdhin the representation of un-
certainty of beliefs. To this end, time is divided irtime slicesthat resemble a state in the
belief network. As soon as Greta's belief about the achidgtalof a goal changes or any
goal is threatened by an event, the DBN is used to calculatertiotion on the basis of, rst,
uncertainty of beliefs and, second, utilities assignethéceichievement of goals. The domain-
independency resulting from combining BDI and DBN is a cladwvantage of this approach,
but de Rosis et al. have to admit that “calibrating the prizat aonditional probability tables

4According to (de Rosis et al. 2003, p. 111f), Greta was alstetein “a few toy dialogs” and in one other
medical domain.
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so as to avoid small, “spurious' variations in the probapitif monitored goals was rather
dif cult.” (de Rosis et al. 2003, p. 111)

Ochs, Niewiadomski, Pelachaud & Sadek (2005) present en&bl-based approach to
implement OCC-based appraisal for Greta taking into adcthensocio-cultural context and
integrating a computational model of emotion blending &l expressions (cf. Figure 3.5).
Recently, Ochs, Devooght, Sadek & Pelachaud (2006) extetidgr BDI-based emotion
simulation to include the emotions “shame” and “pride” (€pgure 2.9, p. 41). They do
not, however, provide facial expressions for these emstio@reta's abilities to mask her
emotions are also explored in a gaming scenario by Rehm &&(®D05). Their evaluation
reveals a number of dif culties hindering the human playembtice Greta's variations of
communicative facial displays.

3.2.3 The VirtualHuman project

André, Klesen, Gebhard, Allen & Rist (1999) concentratedesigning believable “lifelike
characters” by integrating models of personality and eomsti In their personality mod-
eling they follow the Five Factor Model that consists of thee dimension€xtraversion,
Agreeableness, Conscientiousness, NeurotiegisdOpenness Their computational model
of emotions is based on the OCC model proposed by Ortony €it388) (cf. Section 2.1.3).

Interestingly, André et al. (1999) distinguish primarydasecondary emotions and discuss
Sloman's idea of tertiary emotions in the following way:

“Primary emotions (i.e. being startled, frozen with teymrsexually stimulated)

are generated using simple reactive heuristics, whereamn8ary emotions are
generated by the deliberative Affective Reasoning Engaoeiing to the OCC

model — Sloman introduces the additional class of Tertiargt@ons as secondary
emotions which reduce self control, but these will not be lenpented in our

initial prototype.” (André et al. 1999, p. 140)

In later publications (Gebhard 2005; Gebhard & Kipp 2006hked, Klesen & Rist 2004),
however, this important distinction does not reappear. aabet al. (2004) aim to improve
“the quality of simulated conversations among virtual elcéers” letting the simulated af-
fective states in uence their character's dialog conttibns, way of articulation, and non-
verbal expressions. With their OCC-based emotion sinarldtiey concentrate on thiell-
being Prospect-basedAttribution, and Attraction clusters leaving aside OCCSompound
andFortunes-of-otheremotions (cf. Figure 2.9).

Concerning the integration of a character's personalitigliaed et al. (2004) opt for the Five
Factor Model mentioned above. Every dimension of the palggnmodel has a deterministic
in uence on the emotion's intensity and decay, e.g. “ana&wért character's baseline intensity
for joy is 0.15, whereas on introvert character's baselirfjevould be 0.0.” (Gebhard et al.
2004, p. 132) They provide a graphical user interface fonemhanipulation of these complex
interrelationships between ve personality dimensiond 44 emotions. Furthermore, they
integrate so-called “appraisal tags” and “dialog act tagsd a preexisting scripting language
for dialog simulation.

5Taking the rst letters of every dimension this model is atslled the OCEAN model (cf. McCrae & John
(1992) for an introduction).
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In their discussion Gebhard et al. (2004) mention the siggdions they had to make to the
OCC-model and that a better integration of the user in thieglisituation would be desirable.
Consequently, Gebhard (2005) presents not only an extetsiois emotion model, but also
its integration into a new 3D environment that is developetthe context of the VirtualHuman
project (cf. Figure 3.4(c)). In this environment the humaercan participate in dialog by
giving multiple choice answers. A layered model of affectL #A) is introduced, by which
the intermediate affective quality “mood” is integratedoirGebhard's emotion model. The
calculation of “mood” is based on a representation of the CL&motions introduced above
in Pleasure-Arousal-Dominance space of emotional megoingection 2.1.2).

According to Gebhard (2005), eight types of mood can bertjsished and identi ed with
the eight octants of PAD space as listed in Tablé:3.1

+P+A+D Exuberant | -P-A-D Bored
+P+A-D Dependent | -P-A+D Disdainful
+P-A+D Relaxed -P+A-D Anxious
+P-A-D Docile -P+A+D Hostile

Table 3.1: The eight mood octants in PAD space (Gebhard 200,)

Gebhard (2005) implements the dynamics of mood as folloftel current “active emo-
tion” (i.e. its coordinates in PAD space) lies in another ohoatant than the “current mood”
(i.e. its coordinates in PAD space) then the mood is pullatiéndirection of the emotion. If,
however, the “active emotion” lies in the same mood octarthas'current mood” then the
mood is intensi ed by pushing it away from the origin.

Gebhard & Kipp (2006) present an extension of the ALMA moddimulate 24 emotions
together with a rst evaluation based on textual interattod a questionnaire. They conclude
that the emotions and moods generated by ALMA are plauslts) if the eight moods were
rated less distinguishable than the 24 emotions.

3.2.4 The virtual human MAX as a presentation agent

MAX is employed as a presentation agent in the Heinz-Nixt#urseumsForum (HNF; Pader-
born, Germany). In this environment, the agent's task isotedeict multimodal smalltalk di-
alogs with visitors as well as to give explanations aboutekigbition he is part of (Kopp,
Gesellensetter, Kramer & Wachsmuth 2005). As the agenildhm® able to conduct natural
language interactions, constraints on linguistic confantunderstanding as well as in pro-
ducing utterances) should be as weak as possible. Thuspba&elis used as input device,
avoiding problems that arise from speech recognition isyenvironments. MAX responds
to this input using synthetic speech, gesture, and facialession.

The system's overall architecture (cf. Figure 3.6) is samtb those commonly applied in
embodied conversational agents. It exhibits a two-leveicstire of concurrent reactive and
deliberative processing, the latter being responsibléi®agent's conversational capabilities.
The emotion module—resulting from the author's diplomaste€Becker 2003)—has been

SUnfortunately, they fail to support their argument agamsimpler one-dimensional representation of mood
with any scienti c evidence, but only state that they “areeinced that mood is a complex affect type, like
emotions are.” (Gebhard & Kipp 2006, p. 344)
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Figure 3.6: Integration of the emotion module into the agecdnversational architecture,
cited from Becker et al. (2004)

added to this architecture as a separate module that imtBssaceives input from and sends
data to several other components as indicated by the armowgyure 3.6. Further details
about this scenario and a dialog example with the correspgrrchce of the agent's emotion
dynamics are presented in Chapter 5.

3.2.5 Life-like characters as empathic companions

Building on their experiences with the design and impleragon of “socially intelligent
agents” (Prendinger & Ishizuka 2001a) Prendinger & Ish&z(&002) developed a scripting
tool called SCREAM, which is based on sociological and psyafical research. It enables
an author to script the “mind” of an animated agent such asalpoesented in Figure 3.7. It
combines a Prolog interpreter with a Java framework to imgelet the OCC model of emo-
tions. Together with the Multimodal Presentation Markumd@taage (Prendinger, Saeyor &
Ishizuka 2003) it was used to script a “Casino Scenario”, lmciv three animated agent's (a
dealer and two players) are playing “Black Jack” againstiimaan, who is assisted by “Ge-
nie”, an animated agent driven by the SCREAM engine. Accwigi the human player can
either follow or disregard Genie's advice letting Genier@gs a variety of emotions. Notably,
the impact of different personality pro les (encoded aating to the Five Factor Model as
explained in Section 3.2.3) on the emotional reactionsss &lken into account.

In their discussion, Prendinger, Descamps & Ishizuka (20@&ntion the problem that “a
rich repertoire of ‘canned' affective verbal responsesiento be provided what is seen as
a general problem of rather shallow, top-down approachesrotion and personality sim-
ulation. As a possible solution they propose to abstradtti@as to “good mood” and “bad
mood” responses and to capture intensity levels by fuzzsi¢dike “neutral”, “low intensity”,
and “high intensity”. The second idea reminds one of FLAMEat#ed in Section 3.1.2.

Prendinger & Ishizuka (2001a) developed SCREAM with a sgdaaierest in modeling
“social role awareness” (Prendinger & Ishizuka 2001b) #imdk, they include mechanisms for
analysing and reacting to the human user's affective stétetive development of “Empathic
embodied interfaces” (Prendinger et al. 2004; Prendingksh&uka 2005).

Prendinger & Ishizuka (2005) program animated agents t mrathe user's affective state,
which is derived from physiological activity in real time.avanic skin response and elec-
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Figure 3.7: The “Empathic Companion” in a job interview saeo (Prendinger et al. 2004, p.
57)

tromyography are tracked and analyzed by means of a Bayestamrk that maps into two-
dimensional emotion space (cf. Lang (1995); also Secti@r2pto derive one of the emotion
categories fear, frustrated, sad, excited, joyful, orxeta(Prendinger & Ishizuka 2005, p.
275), see also Chapter 5 for details.

Prendinger & Ishizuka (2005) applied this model to a “jolemtew scenario”, in which the
human user is supposed to answer questions of an animatedmag®e role of an interviewer
(cf. Figure 3.7, left agent). During the study the human scitg physiological activity was
captured in form of galvanic skin response and heart ratend®nger & Ishizuka expected a
positive effect of the empathic companion's (cf. Figure, 3ight agent) positively empathic
remarks in case of a subject's (assumed) frustration. Thppthesize that “[a]veraged over
the entire interaction period, the presence of a (supgriémpathic Companion will have
users with lower levels of arousal and less negatively wadraffective states.” (Prendinger
& Ishizuka 2005, p. 278) This hypothesis, however, couldb®ton rmed and Prendinger
& Ishizuka assume that a more direct interaction betweecdhganion and the human user
would yield better results.

In Chapter 5 it is explained, how the simulation and expoassif primary emotions with
the virtual human MAX was combined with this emotion recaigm system and evaluated
in a competitive gaming scenario. As in this scenario the dnuplayer is directly playing
against an “empathic” virtual human MAX, who is more expresshan the animated agents
of Prendinger & Ishizuka (2005), the aforementioned pnoisi@re avoided.

3.2.6 Further models and architectures
The DER architecture: Dynamic Emotion Representation

Tanguy, Willis & Bryson (2003) present the “DER” (Dynamic Btion Representation) ar-

72



3.2 Simulating Virtual Humans

chitecture for the representation of “time-courses ofrima states which underly complex,
human-like emotional responses.” (Tanguy et al. 2003, pl) 1@spired by Sloman's H-
CogAff architecture (cf. Section 3.1.1) they aim to provalgeneral-purpose architecture to
support the communication-driven (such as REA, cf. Se@iarl) as well as the simulation-
driven approaches (such as Greta, cf. Section 3.2.2) tolmgdertual agents.

Tanguy, Willis & Bryson (2006) concentrate on coherent aomal expressivity of facial
animations and they claim to distinguish primary, secopdard tertiary emotions (cf. Dama-
sio 1994; Sloman et al. 2005). This distinction, howevets g@mehow lost in the nal ar-
chitecture, because primary as well as secondary emotierialzeled similarly to each other.
Tanguy (2006) labels one of his six primary emotions withdSand a (probably correspond-
ing) secondary emotion with “Sadness”. Furthermore, a eotion is drawn between the
concept of mood and Sloman's meta-management layer (air&ig 1(b), p. 62), from which
tertiary emotions are assumed to arise. Tanguy et al. (2606puce mood with reference to
Thayer (1996) consisting of the two dimensions “calm/téasel “energy/tiredness” (Tanguy
et al. 2006, p. 297). Notably, they also discuss a possibf@img of these dimension into the
Pleasure-Arousal space (cf. Section 2.1.2) in fflaasureequalsenergy-calm displeasure
equaldired-tensesleepequalstired-calm andarousalequalsenergy-tense

Generic Personality and Emotion Simulation

Egges, Kshirsagar & Magnenat-Thalmann (2003, 2004) pepageneric model for the inte-
gration of personality, mood and emotion into virtual husaBy presenting detailed update
functions that operate with high-dimensional vectorsespnting emotions and moods Egges
et al. (2004) do not limit their framework's applicabilitp tertain emotion theories. Their
own approach consists of a combination of the OCC model oftiem®and the Five Factor
Model of personality (cp. Section 3.2.3). An intermediata@ept “mood” is introduced as an
(in principle multi-dimensional) affective quality of lger duration than emotion but being
less persistent than personality related aspects of aaliniuman. They have to admit that
they do not model the in uence of a prevailing mood on thei&ioon of emotions, but only
derive mood from emotions and personality factors. A stpblksonality, for example, has the
effect of smaller mood changes than an unstable persomatigir simulation. The simulated
mood effects the virtual human only indirectly by modulgtthe agent's emotions.

Notably, Egges (2006) argues against the use of the OCC mdwsl aiming at “emotional
motion synthesis”, because their 22 emotions are assumbkd ttwo detailed with respect
to what people can actually perceive.” (Egges 2006, p. 60ppts for the two-dimensional
activation-evaluation space with reference to SchlosbeygSection 2.1.2.

3.2.7 Summary and conclusion

Approaches to simulating affect for virtual humans areitraally based on the OCC model
of emotions, but recent developments start to include @astlacknowledged the existence of
dimensional theories. Many researchers integrate mediood) and long-term (personality)
affect-related concepts in their implementations—masilycentrating on conversational sys-
tems. Accordingly, a number of high-level scripting langes exist that support the annota-

’Schlosberg's emotion cone presented in Figure 2.5(a), s 2ibt referenced by (Egges 2006, p. 25).
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tion of affect. Some researchers successfully base thiaiayhuman's cognitive architectures
on the BDI-approach and exploit its high-level conceptsupp®rt domain-independency of
appraisal mechanisms.

The diversity of the presented approaches shows that theegonoof endowing virtual hu-
mans with emotions is still far from being solved. For certsienarios, however, a signi cant
progress could be achieved—not only with respect to virtwahans but also in the eld of
social robotics discussed next.

3.3 Social robots

The term “Social Robots” refers to robotic systems that atbr@aomously in our social envi-
ronment and are able to “communicate, coordinate and engagemplex social behavior”
(Duffy, Dragone & O'Hare 2005, p.18). As pointed out by Du#fy al. (2005), social robot
research can be divided into the bottom-up and the top-dg@proach. Where the bottom-
up approach tries to enhance given robotic systems witlitiabito participate in social in-
teraction (or, at least, appear to behave socially competerst researchers following the
top-down approach explicitly design their robots with angfomorphic qualities such as hu-
manlike faces and bodies (Duffy 2003).

More precisely, the term “Social Robots” also includes lecdtive robots” that behave so-
cially only among themselves but not toward a human. Expfli@xcluding this class of
robots, Dautenhahn, Nourbakhsh & Fong (2003) introducecldgs of “Socially Interactive
Robots” for which the following properties of human-humaeraction competencies are
assumed to be relevant (Dautenhahn et al. 2003, p.146):

express and/or perceive emotions
communicate with high-level dialog
learn/recognize models of other agents
establish/maintain social relationships

use natural cues (gaze, gestures, etc.)
exhibit distinctive personality and character
may learn/develop social competencies

In the following, an overview of socially interactive rolsas given with a special interest in
those robotic systems, with which researchers follow tipedown approach, because the an-
thropomorphic features of these robots make their sociotiemal behavior better comparable
to the virtual human MAX presented in this thesis.

3.3.1 Cathexis: Yuppy and Kismet

In this subsection the emotion architecture “Cathexis’igl@ned rst, because it underlies
the emotional capabilities of two sociable robots “YuppgptaKismet” explained thereafter.
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(a) The emotional pet robot “Yuppy(b) The sociable robot “Kismet” (Breazeal 2003, p.
(Velasquez 1998, p. 74) 123)

Figure 3.8: The emotional pet robot Yuppy and the socialdetr&ismet

Cathexis

Velasquez & Maes (1997) introduce a computational modélasic and complex emotions
with a special focus on time-dependency as well as the inceeof emotions on behavior
and motivation. In their “Cathexis Architecture” emotigmsoods, and temperament are dis-
tinguished and modeled as a network of “special emotionstiesys” that each represent a
“speci ¢ emotion family”, i.e. one of the “basic or primarymotionsAnger, Fear, Dis-
tress/Sadnes&njoyment/Happines®isgust andSurprise(cf. Section 2.1.1, p. 18).

Velasquez distinguishes emotions from moods in terms ofisal levels understanding
moods as affective phenomena with a lower arousal than ensoti Thereby, he accounts
for the predisposition to experience mood-congruent esnstas later supported by empiri-
cal studies of Neumann, Seibt & Strack (2001). Velasquencept of temperament is quite
similar to that of personality reported in Section 3.2.3isltlmodeled by different activation
thresholds of emotions.

Furthermore, every emotion can have an inhibitory or ekmijeeffect on each other emo-
tion in the network and by means of an integrated learningrdtyn the agent can gener-
ate secondary emotions by associating primary emotiorts tivéir releasers as proposed by
Damasio (1994) (cf. Section 2.2). After a rst evaluationthva baby-like synthetic agent
“Simon the toddler” (Velasquez 1997) the architectupesformance was tested on the robotic
agent Yuppy (Velasquez 1998, cf. Figure 3.8(a)) beforeas imtegrated into the more expres-
sive sociable robot “Kismet” (Breazeal & Velasquez 1998Fure 3.8(b)).

Yuppy, an Emotional Pet Robot

In order to explore the ability of the Cathexis architecttoform emotional experiences,
which are seen as the basis for the acquisition of secondaoyi@ns, the robotic pet Yuppy
was built (Breazeal & Velasquez 1998, cf. Figure 3.8(b)unméns can wave a hand at the
robot or use a toy to play with it. Yuppy perceives the humaston by means of video and
audio sensors.
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The above-mentioned concept of temperament does not raaipp@reazeal & Velasquez
1998; Velasquez 1998) but a new concept called “drivesitduced complementing emo-
tions and residing in the “motivation system”. Breazeal &a#guez (1998) argue for the
integration of three drives as presented in Table 3.2, [sectheir goal is to let “human care-
takers” teach the “infant” robot.

Social drive This drive's activation ranges frofonelyat its low end taasocialat its
high end and represents the robot's need for sociality.

Stimulation drive| With an activation ranging frorboredto distressedthis drive captures
the robot's need for stimulation, which can either resuirexternal
or internal activity, i.e. self-play.

Fatigue drive This special drive resembles the robot's needleepand when a high
activation occurs all other drives are reset to their horatiesregimes|
“so that the robot is in a good motivational state when it asve’
(Breazeal & Velasquez 1998, p. 33)

Table 3.2: The three drives of Yuppy and Kismet

In summary, a human caretaker can in uence Yuppy's longitbehavior by giving feed-
back in the form of reward or punishment. For example, wheppyuperceives a bone (as a
hard-wired releaser of “happiness”) in the human's hane rtbot approaches him. Now it
depends on the human's action toward the robot (i.e., if e @ehits it) if Yuppy will learn
to approach or avoid humans in the future (Velasquez 1998 same mechanism can be
exploited to learn other releasers of fear and Velasque28)lcompares this implementation
to LeDoux’s work on fear conditioning (cf. Section 2.2.1).

Kismet

Breazeal (2003) extends the Cathexis architecture bydatiog a three-dimensional emo-
tion space, which consists of the dimensidwsusal Valence andStance Compared to the
dimensional theories discussed in Section 2.1.2, the thimgnsion, labeled “stance”, seems
to be less well-founded. Breazeal explains that this dimeenspeci es “how approachable
the percept is to the robot” with positive values correspoogdo advance and negative ones
to retreat. Directly compared with Plutchik's “basic belwaal patterns” underlying his pro-
posal of primary or basic emotions (cf. Table 2.1, p. 20)s the nition of stance has much
in common with the “Exploration” and “Rejection” behavipmhich—according to Plutchik
(1980)—form the basis for the primary emotions “Anticieti and “Disgust”.

According to Figure 3.9(a), however, open stance is astatiaith the emotion “accep-
tance” and close stance with the emotion “stern”. “Disguialis into the closed stance layer
and is characterized by negative valence. Furthermorethihid dimension is again useful to
distinguish “anger” and “fear”, even if it does not re ect ardinance or power relationship
between robot and human in this model.

Breazeal (2003) assigns prototypical, facial expressidKssmet to the fourteen emotions
and nine of them are shown in Figure 3.9(b). An emotion isvated after “a myriad of en-
vironmental and internal factors” have been mapped intahhee-dimensional affect space
to “assess” them “affectively” (Breazeal 2003, p. 140) lobse Damasio's “Somatic Marker
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(a) Fourteen emotions located in Arousal-Valen¢b} Corresponding facial expressions of the sociable robot
Stance space (Breazeal 2003, p. 135) “Kismet” (Breazeal 2003, p. 141)

Figure 3.9: Emotional categories mapped into ArousaliMaeStance space [A, V, S] and
Kismet's corresponding facial expressions

Hypothesis” (cf. Section 2.2.2). In this process each dleadaeleaser is “tagged” accord-
ing to its in uence on arousal, valence and stance, whicht@atge hard-coded by the robot
designers. For example, achieving a goal is marked withtigesialence, whereas “delayed
progress is marked with negative valence.” (Breazeal 200333) After a net sum of these
AVS-vectors is calculated, a winner-takes-all strategypplied to determine the active emo-
tion. A complex interaction between emotional expresssdnational context, and behavioral
tendency is integrated to assure a coherent behavior araldslate an emotions intensity—
many parameters are determined empirically (see Brea®@al, 2or details).

3.3.2 Emotion Expression Humanoid Robot WE-4RI|I

Zecca, Roccella, Carrozza, Miwa, I1toh, Cappiello, CalabiiMatsumoto, Takanobu, Dario &
Takanishi (2004) discuss their humanoid robot WE-4RII (¥d#sEye #4 Re ned I, cf. Fig-
ure 3.10), which is capable of expressing the six basic emstproposed by Ekman (1999b)
(cf. Section 2.1.1, p. 18) with its whole body.

These emotional expressions are triggered by an emotidaemsysvhich is based on a so-
called “3D Mental Space” (cf. Figure 3.11(a)) consistingtleé dimensiongleasantness
arousal andcertainty. This space reminds one of the three-dimensional emotiacespdis-
cussed in Section 2.1.2, but no rationale is given for lagethe third dimensiomrertainty
instead ofdominancgRussell & Mehrabian 1974) ggower(Gehm & Scherer 1988).

The six basic emotions (plus neutral) introduced above app®d into 3D Mental Space
as presented in Figure 3.11(b) and a trajectory of an “Emafextor E” through this space is
generated (cf. Figure 3.11(a)). This trajectory is cal@daccording to equation 3.1.

ME + E+ KE = Fea (31)

M, , andK are introduced in equation 3.1 as matrices representinggimetional In-
ertia”, “Emotional Viscosity”, and “Emotional Elasticityrespectively. The “Emotional Ap-
praisal”Fga is considered to capture “the total effects of internal axteérmal stimuli on the

77



3 Related work in Affective Computing

Figure 3.10: The neutral (a) and six basic emotional exprassof WE-4RII (Zecca et al.
2004, p. 245)

mental state.” (Itoh et al. 2006, p. 267) The robot's expuesgeactions to a stimulus can be
changed by adjusting the three “Emotional Coef cient Megs.”

Itoh et al. (2006) also de ne mood as a vector in the two-disienal pleasantnesand
arousalsubspace according to the following equations:

M = (MpMa; 0); (3.2)
Mp = Epdt; (3.3)
Ma+(l MM+ Ma=0 (3.4)

Thus the pleasantness componéntof mood is de ned as the integral over the emotional
pleasantness compondgy in equation 3.3. With the arousal component of mood Itoh et al
(2006) aim to model a human's biological rhythm by means afrautated Van der Pol oscil-
lator with equation 3.4. Miwa, Itoh, Takanobu & Takanishd(2) describe the calculation of
the Emotional Appraisdfz, in more detail as presented in equation 3.5.

Fea = fea(M;Ps); (3.5)
= km M + PS
Km : Mood Influence Matrix
Ps : Sensing P ersonality V ector
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(a) The “3D Mental Space” together with an “Emotion Vector (B) Neutral and six basic emotions
(Itoh et al. 2006, p. 267) mapped into “3D Mental Space” (Itoh
et al. 2006, p. 267)

Figure 3.11: “3D Mental Space” consisting of pleasantnastyation, and certainty and how
six basic emotions (cp. Figure 3.10) are mapped into thisespa

The “Sensing PersonalityPs is continuously updated against internal and externaltim
and, thus, an emotion dynamics in “3D Mental Space” is addeand represented by the
“Emotion Vector E” (cf. Figure 3.11(a)).

3.4 Summary

This chapter provided an overview of those previous and mggwork that is related to the
upcoming eld of Affective Computing. After the problematierms “affect” and “emotion”
were discussed, four general emotion architectures weredunced in Section 3.1. They
provide useful ideas and concepts for the integration @céiffe phenomena into cognitive
architectures, even if the validity of the proposed appneads not yet proven satisfactorily.

Section 3.2 addressed those architectures that undeey sifferent approaches to realiz-
ing virtual humans, which are non-physical, anthropommrpgents mostly used as interface
agents. Naturally, researchers in the eld of virtual hus@ut emphasis on the expressive
aspect of emotions by integrating and validating a variéeobal and, especially, non-verbal
means to let their agent's express their emotional state.apiproaches taken to achieve this
goal are still manifold (and sometimes confusingly compbed the results of empirical stud-
ies dif cult to compare. Nonetheless, a general trend talwhe integration of dimensional
emotion theories can be found.

Taking the step from the virtual into the physical world thedd of social robots was ex-
emplarily introduced in Section 3.3 by discussing architexs underlying the realizations of
three robotic agents with social interactivity and emagioexpressivity. With increasing an-
thropomorphic realism of these robots they are more and napable to express their internal
states including their simulated emotions. Interestindignensional emotion theories seem
to be favored by roboticists—probably because the immedrderaction dynamics evoked
by robotic agents suggests an equally dynamic approach eti@@msimulation as it is more
easily provided by dimensional emotion theories.
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4 Conceptualization of affect
simulation

The previous chapters illustrated the ambiguity of the ept&emotion, mood, and personal-
ity. All of them belong to the class of affective phenomend are, thus, related to the eld
of Affective Computing introduced in Section 3. In his dipla thesis (Becker 2003; Becker
et al. 2004) the author successfully implemented an ematyoamics simulation system for
the virtual human MAX, which was, however, limited to a si@tibn of more infant-like emo-
tions. The Affect Simulation Architecture conceptualizente builds upon this previous work
as it has proven to support the agent's believability in tuwifiecent interaction scenarios.

This Affect Simulation Architecture combines bodily enwotidynamics with cognitive ap-
praisal in order to simulate infant-like primary emotiors\aell as cognitively elaborated
secondary emotions. In the following a suitable specicatof the different conceptsmo-
tion, mood andpersonalityis derived from the theoretical background before a conmdpt
outline of the architecture is given.

4.1 A working de nition of affective phenomena

With respect to the computational simulation of affect fareanbodied agent the following
differentiations are derived from the previous chagters

Emotions result from complex neurophysiological processes andfaee summarized
by verbal labels, which naturally possess a mutlitude ohotetions.

Mood is understood as a background state with a much simplertiziegquality than
emotions.

Personality traits are understood as a character's static dispositions tcaeggpenvi-
ronmental stimuli and, consequently, to react more or lesstienal to them.

These three classes of affective states are now discusdethiih

4.1.1 Emotions

Emotions are characterized by the following aspects:

1Especially important is Scherer's de nition presented alisbussed in the context of appraisal theories on
page 36.
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1. The processes underlying emotions include neural &ctwwithe brain as well as phys-
iological responses of the body.

2. One gets aware of one's emotions in two cases: (1) if thetivity exceeds a certain
threshold or (2) if one concentrates on the underlying sseg by means of introspec-
tion.

3. Emotions can be classi ed into primary and secondary oAaesass of tertiary or social
emotions is proposed as well.

4. In most cases an emotion is object-centered in that it#iefl object is known to an
emotion experiencing individual, but false attributioms possible as well.

5. Every emotion has either positive or negative valencé witertain intensity and an
emotion only lasts for a certain duration.

The elicitation of emotions is certainly a complex proceBer the computational model
presented here the idea of cognitive processes in combimaith physical responses as dis-
cussed in Sections 2.1.1 and 2.2 is central. Accordingg/diktinction of primary and sec-
ondary emotions as proposed by Damasio (1994) as well asa8I¢2900) is followed. In
order to successfully implement these two classes withenAttiect Simulation Architecture
they are speci ed more precisely next.

Primary emotions

Primary emotions (PE) are introduced in Section 2.2.2 asrmbffective states, which are
triggered by re exes in case of potentially harmful stimulin Sloman's theory (cf. Sec-
tion 3.1.1) primary emotions are triggered in a similar wgysb-called “alarm systems” and
result in “perturbances” of the cognitive system.

In both cases primary emotions result in fast, reactive \Weha responses and, thus, are
quite similar to the concept of proto-affect proposed byo@ytet al. (2005) (cf. Section 2.1.3,
p. 44). According to developmental psychology, young akitdexpress their (primary) emo-
tions directly, because they have not yet internalized pihexess as in the case of adults
(cf. Section 2.2.2).

Implications for the thesis In the author's diploma thesis (Becker 2003) this direct ex-
pression of primary emotions is realized by implementing of Ekman's six “basic emo-
tions” as discussed in Section 2.1.1, p. 18. In additiongthetions “bored”, “annoyed”, and
“depressed” as well as the non-emotional state “concetttadre also simulated in Becker
et al. (2004). Every primary emotion (PE) is located in PARap(cf. Section 2.1.2) accord-
ing to Table 4.1.

Naming emotions is notoriously dif cult and little agreenteexists (cf. Chapter 2). As the
virtual human MAX can produce facial expressions, Beck@&0® decided to rst concen-
trate on Ekman's “basic emotions”. Accordingly, the labfes the primary emotions (PE)
in Table 4.1 are not to be confused with those emotions tleatiscussed in the context of
appraisal theories of emotion in Section 2.1.3. The pringanption “anger”, for example, is
one of the most complex emotions in the OCC-model of emotfopsFigure 2.9, p. 41). In
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PE nal (initial) Facial expr. (Ekman) PAD nal PAD initial

1] 1x angry anger angen (80, 80, 100) same

2| 1x annoyed sad éadnesp (-50, 0, 100) same

3] 1x bored bored (long (0, -80, 100) same

4] 2x concentrated neutral ong (0,0, 100) same

5] 1x depressed sad gadnesp (0, -80, -100) same

6, 1x fearful fear fear) (-80, 80, 100) same

7] 4x happy @x friendly) | happy pappinesy (80, 80, 100) (50,0, 100)
(50,0, 100)

8] 1x sad sad 6adneskp (-50, 0, -100) same

9] 2x surprised surprisedgurprise | (10, 80, 100) (80, 80, 100)

Table 4.1: Primary emotions in PAD space: The initial lalzeid PAD values intalics were
proposed in Becker et al. (2004) and later revised with thed labels and values.
The initial term “friendly” was changed to “happy” (see nuenlseven) to better
correspond to Ekman's “basic emotion” happiness. The vasiio emotions” of
Ekman (1999b) are assigned to the corresponding faciaksgmns modeled in
Becker et al. (2004) whenever such a mapping is possibld-{gpre 4.1)

Ortony's opinion, “frustration” could be interpreted mdrasic than “anger”, because in case
of anger another agent's blameworthy action is the eligitandition, whereas frustration can
be experienced regardless of the presence of other agens®fal communication, 2007).

For the present purpose of triggering appropriate facipt@ssions, anger is understood as
a label for an undifferentiated, reactive, behavioral oese tendency in line with Plutchik's
“basic behavioral patterns” presented in Table 2.1 (p. 2B facial expression accompanying
this kind of “primary anger” is already imitated by one yed&t ohildren even before they are
capable of attributing mental states to others, which igelet necessary for the complex
form of anger mentioned above.

The seven facial expressions of MAX corresponding to thatgggmary emotions and the
neutral state “concentrated” (cf. Table 4.1) are shown gufé 4.1. The primary emotion's
locations in Figure 4.1 result from the nal PAD triples “PADal” in Table 4.1, such that
“happy” is represented four times in PAD space and “surdfiss well as “concentrated” two
times. These coordinates are derived from the values givéRussell & Mehrabian 1977, p.
286ff), of which a selection is presented in Table 2.4 andifé@.6 on page 29.

In case of high pleasure Ekman's set of “basic emotions” anlytains one obviously pos-
itive emotion, namely happiness (Ekman et al. 1980). Thuthe presented implementation
this primary emotion covers the whole area of positive pleasegardless of arousal or domi-
nance as itis located in PAD space four times altogetherdidtgbution of primary emotions
in PAD space proposed here is quite similar to the distridm#iproposed by Breazeal (2003)
(cf. Figure 3.9(a), p. 77) for the sociable robot Kismet amdppsed by Itoh et al. (2006)
(cf. Figure 3.11(b), p. 79) for the humanoid robot WE-4RIk discussed in Section 3.3 their
choices of three-dimensional emotion spaces, howevem sede less well-founded in the
theoretical background.

How and when these facial expression are triggered withenAfiect Simulation Archi-
tecture is explained in Section 4.2, in which the simulattbemotion dynamics is detailed.
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Figure 4.1: Seven facial expressions corresponding toitjte primary emotions plus “con-
centrated” (cp. Table 4.1)

For this dynamics another affective quality is importarmely the concept of “mood”. Be-
fore this concept is introduced, a computationally traetaimnceptualization of secondary
emotions is speci ed next.

Secondary emotions

According to Damasio (cf. Section 2.2.2), the elicitatidnsecondary emotions involves a
“thought process”, in which the actual stimulus is evaldatgainst previously acquired expe-
riences and online generated expectations. Taking deveofal aspects into account, even
causes of events that were perceived unemotionally at astle marked emotionally during
ontogenesis.

As cited in Section 2.2.2, Damasio uses the adjective “s#aofi to refer to “adult” emo-
tions, which utilize the machinery of primary emotions irotways:

1. Primary emotions in uence the acquisition of “disposital representations”, which
are necessary for the elicitation of secondary emotiongsé&liacquired dispositional
representations”, however, are believed to be differamfthe “innate dispositional
representations” underlying primary emotions.

2. Secondary emotions in uence bodily expressions thraaghe mechanisms as primary
emotions. Therefore, it seems reasonable to combine arenaotion’'s facial expres-
sion algorithmically with secondary emotions.
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4.1 A working de nition of affective phenomena

Implications for the thesis The rst aspect of the connection between primary and sec-
ondary emotions is re ected in the Affect Simulation Aragture in the following way:

(1a) Secondary emotions are based on more complex dattuseésithan primary ones. Ac-
cordingly, only some general aspects of a secondary ematimepresented in PAD
space.

(1b) The appraisal of secondary emotions depends much matteecactual situational and
social context than the appraisal of primary emotions. Tkesondary emotions are
more dependent on the agent's cognitive reasoning asilitie

(1c) The releasers of secondary emotions might be learnsetlaan the history of primary
emotions in connection with memories of events, agents ajetts.

The second aspect mentioned above leads to the followingrddscisions for the Affect
Simulation Architecture:

(2a) The agent's facial expressions of primary emotions Eejure 4.1) may accompany
secondary emotions.

(2b) Secondary emotions also modulate the agent's sintufdtgsis.

The “prospect-based emotions” cluster of the OCC-modetudteons (cf. Figure 2.9, p. 41)
is considered here to belong to the class of secondary ensptecause their appraisal process
includes the evaluation of events against previous expentaand potential future outcomes.
This OCC-cluster consists of the six emotidrgpe fear, satisfactionfears-con rmed relief,
anddisappointment

Once again, as in the case arigerdiscussed above, one might wonder about the differ-
ences in the conception dkar. In Table 4.1fearful is listed as a primary emotion in the
Affect Simulation Architecture. In the OCC-model, howeuwbe labelfear refers to a rather
complex emotion that includes the evaluation of the de#itabf a possible future outcome.
Both conceptions are reasonable as explained in Chaptet, 2hars, in the Affect Simulation
Architecture the labelearful refers to the simpler, primary emotidaar along the lines of
LeDoux’s work on fear conditioning (cf. Section 2.2. Begarfulis characterized in the Affect
Simulation Architecture as an emotion that is “experieritgcthe agent MAX only in a state
of submissiveness, i.e. only if he feels a lack of control@wver. Consequently, the primary
emotionfearful is characterized in PAD space not only by negative valendehagh arousal
but also by negative dominance, i.e. submissiveness @ir&i.1).

Three secondary emotions are integrated into the Affecutsinon Architecture:

I. Hoperesulting from the prospect of a desirable event for oneself
Il. Fears-con rmedin case of the con rmation of an expected undesirable event.
lll. Reliefabout the discon rmation of an expected undesirable event.

A detailed description of the integration of these secopdarotions is given in Section 4.3,
because the emotion dynamics simulation has to be intradhe®re.
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4 Conceptualization of affect simulation

4.1.2 Mood

Mood has the following properties:
1. The feedback loop of the body in uences the developmemadd over time.
2. Mood remains a non-conscious background feeling unies€oncentrates on it.

3. Mood is a diffuse valenced state, i.e. the experiencidgidual is unable to give a
clear reason for a prevailing mood.

4. Emotions have a fortifying or alleviating effect on theyailing mood of an individual.
5. Mood, in turn, in uences the elicitation of emotions.
6. The duration of mood is generally longer than that of eomsti

Mood as an affect-related concept is acknowledged by mayghp$ogists, but not investi-
gated as thoroughly as emotions. As mentioned in Sectiad g1 17) the idea of mood as
a mental state already appears in the work of James (188Agr&d2005) describes mood
as a diffuse affect state of low intensity but relatively doduration (cf. Table 2.1.3, p. 36).
His list of examples includes the terdepressedwhich in the context of the author's Af-
fect Simulation Architecture refers to a primary emotioattts characterized by low arousal
and low dominance (cf. Figure 4.1). As will be shown during #xplanation of the emotion
dynamics, this conceptual difference is less problemaao tone might assume. Similar to
mood, Damasio vaguely describes “background emotionst@asposite expressions” result-
ing from the homeostatic background processes includinmggal pleasure as well as drives
(cf. Section 2.2.2, p. 56).

Implications for the thesis In computational implementations of affect mood is often
added to OCC-based approaches to prevent unnaturally datations of emotional states
(cf. Chapter 3). In Section 3.1.5 it is concluded that mooedsenot to be captured in a data
structure as complex as that for emotions.

In the Affect Simulation Architecture mood is modeled as ateger value ranging from
-100 to +100. Consequently, an agent can only experiencadtsd as an undifferentiated,
valenced state. This value, however, heavily in uencesah®tion dynamics part of the
Affect Simulation Architecture to support the believatyilof the agent's long-term behavior
(cf. Section 4.2 for details).

4.1.3 Personality

Personality traits are captured in this thesis as follows:

1. Personality traits are rather stable dispositions aeg do not change signi cantly dur-
ing lifetime.

2. They do not contain a valence component but are, neveshdbelieved to also deter-
mine an individual's emotional responses to some respect.
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4.2 Emotion dynamics and primary emotion simulation

3. Some parameters of an individual's emotion dynamicsicogesonality related aspects.

As personality traits are rather stable dispositions ohalividual it is decided to only implic-
itly model personality-related aspects within the Affegn8lation Architecture. The useful-
ness of the Five Factor Model of personality (cf. McCrae &nJdB92, for an introduction)
is still very controversial in psychology (Bouchard & Logh2001) and, thus, not taken into
account in this thesis.

Implications for the thesis An individual's personality is often deduced from his or her
more or less emotional reactions to potentially emotiocitalig events. A personis considered
temperamentaf an emotional reaction is rather easily evoked. If many somal events are
needed to evoke an emotional reaction, a person is condilégiargicor simply unemotional.
These two extremes are understood as personality-relgpetts of an individual. As will be
shown next, some parameters of the emotions dynamics canpean account for these
factors of an agent's personality.

4.2 Emotion dynamics and primary emotion
simulation

In this section the implementation of an emotion dynamiakeiscribed based on the idea that
emotions (be they primary, secondary, or tertiary) and msandience one another. Subse-
qguently, the implementation of primary emotion simulatisrexplained, which is based on
the representation of primary emotions in PAD space. Thetiemdynamics component of
the Affect Simulation Architecture described here resuftem the author's diploma thesis
(Becker 2003) and is described similarly in (Becker et ab£2®0075.

4.2.1 Emotions and moods and their mutual interaction

The term “emotion dynamics” refers to the mutual interatid emotions and mood as out-
lined in Section 4.1.2. In general, an emotion is a shogdiphenomenon and its valence
component has a fortifying or alleviating effect on the mobdn individual. A mood, in con-
trast, is a longer lasting, valenced state. The predidpadib experience emotions changes
together with the mood, e.g. humans in a positive mood are susceptible to positive than
negative emotions, and vice versa (Neumann, Seibt & Straoi 2

The starting point for the implementation of this emotiomdsnics is an orthogonal ar-
rangement of the respective valence components of the tigot@e phenomena emotion
(x-axis) and mood (y-axis) as presented in Figure 4.2(ag.fohifying and alleviating effects
of emotions on mood are realized by interpreting emotioakdnce as a gradient for changing
the valence of mood at every simulation step according tetjuation 4.1.

Y.
> a X (4.1)

This “upstream” and “downstream” of mood is indicated by ttestical arrows in Fig-
ure 4.2(a). The variabla in equation 4.1 can be interpreted as a personality-reképdct

2Secondary emotion simulation is partly based on the samaanésms and will be detailed in Chapter 6.
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4 Conceptualization of affect simulation

(&) Emotions and moods and their courses d@igrThe epsilon neighborhood for the simulation of
time boredom

Figure 4.2: Internals of the emotion dynamics component

modeling an agent's temperament. Smaller valuea i&sult in a mordethargic agent and
greater values o lead to a moréemperamentadgent (cp. Section 4.1.3).

According to Sloman et al. (2005), in the most general sensatiens can be de ned as
“actual or potential perturbances” of the cognitive systerhich are caused by “alarm sys-
tems” (cf. Section 3.1.1, for details). This assumptioragsithat a normal level of cognitive
processing has to be de ned rst, which can then be pertutipedn emotion. This process is
realized in the emotion dynamics component by explicitipmdating the course of both va-
lences over time. In contrast to other computational moaoteddfect, this course of emotions
and mood over time is modeled rather independent from arboed#e, cognitive appraisal.
Most traditional approaches (cf. Chapter 3) start with sghalreasoning to derive appropri-
ate emotions, calculate their intensities and then sol@tbblems of concurrently activated,
potentially contradicting emotions and the decay of thaemsities.

The implementation of emotion dynamics is based on the gssomnthat an organism's nat-
ural, homeostatic state is characterized by emotionahlbalavhich accompanies an agent's
normal level of cognitive processing. Therefore, two inelegent spiral springs are simulated,
one for each axis, which create two reset foregsandF, whenever the point of reference
is displaced from the origin, i.e. whenever one or both wedsndo not equal zero (cf. Fig-
ure 4.2(a)j.

The exerted forces are proportional to the value of the spoeding valences x and y just
as if the simulated spiral springs were anchored in theagid attached to the point of ref-
erence independently. The mass-spring model was chosed baghe heuristics that it better
mimics the time course of emotions than linear and expoakminctions. This assumption is
supported by Reisenzein (1994), who showed that in mossdhsantensity of emotions in
the two dimensional Pleasure-Arousal theory is not deargdimearly but more according to
a sinus function.

3For further details of the implementation see (Becker 2p0B4ff).
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4.2 Emotion dynamics and primary emotion simulation

By adjusting the two spring constarig andd, and the simulated inertial massof the
point of reference, the dynamics of both concepts can betissuitively. These parameters
can also be construed as an aspect of an agent's personraility t

The concept of boredom

In addition to the emotion dynamics described above, a qrafeboredom is added to the
dynamic component as a third, orthogonal z-axis. Assuntiag the absence of stimuli is
responsible for the emergence of boredom (as proposed bylasilk&k Vodanovich (1993)),

the degree of boredom starts to increase linearly over fitihe ipoint of reference lies within
an epsilon neighborhood of absolute zero (as givenydgnd , cf. Figure 4.2(b)). Outside
of this neighborhood the value of boredom is reset to zerodfgudt. The co-domain of the
boredom parameter is given by the interval [-1, 0], so thenagemost bored if the value of
negative one is reached. The linear increase of boredonscided by Equation 4.2.

z(t+1)= z(t) b (4.2)

The parametdp is another aspect of the agent's personality trait. Thetgrehe value ob
the more easily an agent is bored in the absence of emotyarallising stimuli.

4.2.2 Simulation of primary emotions

The outlined emotion dynamics component is so far indeparfdem any concrete represen-
tation of emotions in PAD space as introduced in Sectiorl4 \Vith an update rate oft =
25 Hz this component provides the valences of emotion andirtagether with the degree of
boredom.

Figure 4.3: The emotion module consists of two componertis:dynamics/mood component
of emotion dynamics (cf. Section 4.2) and the PAD space @ttién 4.1.1) for
the calculation of an emotion's awareness likelihood

In order to derive a primary emotion's awareness likelihbvoch the continuously changing
values of emotion dynamics they are mapped into PAD space€ifnire 4.3).
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4 Conceptualization of affect simulation

Mapping into PAD space
The dynamic component provides the following triple at amgetstep t:
D(t) =(Xi;yi;z);  with x¢=[ L1ilyi=[ L1}z =[ 1,0] (4.3)

The variablex; denotes the emotional valence, the variahlstands for the actual valence
of mood, andz represents the degree of boredom. Given this triple, thepmgpnto PAD
space for the calculation of an emotion's awareness likekhis implemented according to
the functionP AD (X;; yt; z:) as shown in Equation (4.4). This mapping results in a triple
consisting of the functionp(x;; y;) for the calculation oPleasure a(x;; z;) for Arousaland
d(t) for Dominance

P AD (Xt; Yt; Zt) = ( p(X¢; Yr); a(Xe; zp); d(t)); with
POXiY) = 5 (xe+ Y0 and alx; 2) = i + 2 (4.9

Pleasure is assumed to be the overall valence informatiBAhspace and therefore calcu-
lated as the standardized sum of both the actual emotiolela@as represented kyand the
valence of mood as given lyy. This way, the agent feels a maximum of joy when his emotion
as well as his mood is most positive and a maximum of reluetamt¢he contrary case. The
agent's arousal ranges from “sleepiness” to a maximum offftadeawareness” and “physio-
logical exertion”. As it is assumed that any kind of emotisrtharacterized by high arousal,
only the absolute value of emotional valence is consideratie functiona(x;; z;). The ad-
dition of the (negatively signed) value of boredom re edtsrelation to the mental state of
inactivity. The independent parameter of dominance (dhéwother extreme, submissiveness)
cannot be derived from the dynamic component of the emotiodute itself. As explained
in Section 2.1.2, this parameter describes the agent'$iritgs of control and in uence over
events versus “feelings” of being controlled and in uend®dexternal circumstances (see
also the conclusion of Section 2.1.2, p. 31).

By introducing this parameter it is possible to distinguigtween anger and fear as well
as between sadness and annoyance. Angriness and annogame@long with the feeling
of control over the situation whereas fear and sadness araaerized by a feeling of being
controlled by external circumstances. It is in principlé possible to derive such information
from the dynamic component. The BDI interpreter within tlogitive module of Max, how-
ever, is capable of controlling the state of dominance. lagiér 6 a heuristics to control this
state of dominance within a cards game scenario is presented

In principle, the awareness likelihood of a primary emofpeincreases the closer the point
of reference gets to it. If the point of reference is gettitoger than . units to that particular
emotionpe(see Figure 4.4), the calculation of its awareness likelthe,. is started according
to Equation 4.5 until the distanckgets below e units.

Wpe = 1 u; with > e 8pe2fpe;:::;pag (4.5)
pe pe
The likelihoodwy, is set to 1, if the distance is smaller than . In Equation 4.5, ,. can
be interpreted as the activation threshold and as the saturation threshold, which can be

4The nine primary emotions are indexed according to Table 4.1
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4.3 Secondary emotion simulation

Figure 4.4: Activation threshold,. and saturation threshold, for the awareness likelihood
W,e Of @& primary emotiorpe

In case of primary emotions that are represented in PAD spexre than once (i.e. con-
centrated, happy, and surprised; cf. Table 4.1) the reptasen with the minimum distance
to the reference point is considered in Equation 4.5 forudatmon of that primary emotion's
awareness likelihood.

4.2.3 Summary

This simulation of emotion dynamics is quite similar to tkheas of Itoh et al. (2006), who
propose a trajectory of an emotion vector through “3D MeBjadce” (cf. Section 3.3.2). In
their architecture the arousal component of mood is siradlats a Van der Pol oscillator,
of which the harmonic oscillator simulated here is a specésle. The simulation of two
independent spiral springs for both valences is preferblgleause the effects of adjusting the
two spring constantd, andd, are easier to comprehend by non-experts than the effedte of t
many parameters of a Van der Pol oscillator. The locatioresadtions in “3D Mental Space”
(cf. Figure 3.11(b), p. 79) proposed by Itoh et al. (2006)yéeer, are quite similar to those of
the primary emotions presented in Figure 4.1 (p. 84).

This simulation of primary emotions proved to increase thkgelability of our agent MAX
in different interaction scenarios as detailed in Chapter 5

4.3 Secondary emotion simulation

The simulation of secondary emotions affords a more compkexconnection of the agent's
emotion dynamics and its cognitive reasoning abilitiesci@e & Wachsmuth 2006a; Becker-
Asano et al. 2008). This section rst describes how seconédarnotions are represented in
the same three-dimensional emotion space as primary omes the dynamic processes are
sketched that are responsible for the activation of seagretaotions in PAD space.
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4 Conceptualization of affect simulation

4.3.1 Secondary emotions in PAD space

With respect to the simulation of secondary emotions aersaipects of their connotative
meaning are represented in PAD space as well, which readiiyles the calculation of their
awareness likelihoods. This co-representation of primmad/secondary emotions in the same
three-dimensional emotion space also ensures mood-camgelicitation of both classes of
emotions. Furthermore, as will be detailed in Section 4.4eeondary emotion's valence
component in uences the emotion dynamics in the same way,atrthe same time, as the
outcomes of non-conscious appraisal of primary emotions.

Figure 4.5: The nine primary emotions of Figure 4.1 exterwethree secondary emotions as
weighted areas in PAD space

As secondary emotions, however, result from consciousasggimprocesses based on expe-
riences and expectations, it is insuf cient for them to bpresented in terms of PAD values
alone (cf. Section 4.1.1, p. 84). Furthermore, the prospased, secondary emotionspe
fears-con rmed andrelief (cf. Section 4.1.1) do not appear in the comprehensivefligtos-
sell & Mehrabian 1977, p. 286ff). The clusters resultingniréactor analysis provided by
Gehm & Scherer (1988), however, contain the two clusterl tuexpectation”, to which
hopecan be ascribed, and “content”, to which “relieved” belangier further grouping the
clusters to the four clusters “predominantly unpleasa#y; {well-being” (B), “con ict” (C),
and “happy excitement” (D) they form the “tetrahedral moafetubjective emotional space”
presented in Figure 2.7 (p. 31). In the nal model “full of eeqiation” (hope) is assigned
to cluster D, which features relatively neutral pleasuightarousal, and low con ict/dom-
inance. The “content” (relief) cluster belongs to clustesi®&h that it is characterized by
positive pleasure, low arousal, and neutral con ict/doamoe.

92



4.3 Secondary emotion simulation

This analysis of the psychological background suggestytieesent the secondary emotions
hope fears-con rmed andrelief less clear-cut in PAD space by meansgofided strucures
in contrast tacircular distributionsas in the case of primary emotions (cf. Figure 4.5). Each
secondary emotion is now explained in detail.

Hope

Ortony et al. describe howoperesults from the appraisal of a prospective event. If the po-
tential event is considered desirable for oneself, on&édylito be “pleased about the prospect
of a desirable event” (Ortony et al. 1988, p. 110). How thigratve appraisal is exemplarily
realized in the context of a card game scenario is explaingdhiapter 6. The calculation
of this emotion's awareness likelihood, however, is ratheependent from these cognitive
processes.

The previous analysis provides the rationale for moddtiogein the following way:

Pleasure: The awareness likelihoodhaipeincreases the more pleasurable the agent
feels.

Arousal: With respect to an agent's arousadpeis more likely to be elicited the higher
the agent's arousal value.

Dominance: The awareness likelihood lafpeis modeled to be independent of the
agent's general level of dominance.

To realize this distribution of awareness likelihood in tase of hope, two areas (green) are
introduced in Figure 4.5, one in the high dominance planeth@dther in the low dominance
plane. In Table 4.2 the exact values of the four corners di ehthe two areas together with
the respective intensity in each corner is giventfopé.

HOPE

Area (PAD values), intensities

high dominance | (100, 0, 100), 0.6; (100, 100, 100), 1.0;
(-100, 100, 100), 0.5; (-100, 0, 100), 0.1
low dominance | (100, 0, -100), 0.6; (100, 100, -100), 1.0;
(-100, 100, -100), 0.5; (-100, 0, -100), 0.1
lifetime 10.0

standard intensity 0.0

decay function | linear

OCC-tokens anticipation, anticipatory excitement, excitement,
expectancy, hope, hopeful, looking forward to

Table 4.2: The parameters of the secondary emdtapefor representation in PAD space

SThe additional parametelifetime, standard intensityanddecay functiomn Table 4.2, Table 4.3, and Table 4.4
are explained in Section 6.2 of Chapter 6 (p. 138).
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4 Conceptualization of affect simulation

Fears-con rmed

According to (Ortony et al. 1988, p. 110gars-con rmedis elicited while being “displeased
about the con rmation of the prospect of an undesirable eV&Mith respect to its represen-
tation in PAD space the similarity to the primary emotfearfulis taken into account and the
following decisions are taken:

Pleasure: The awareness likelihoodexdrs-con rmedncreases the less pleasurable the
agent feels.

Arousal:fears-con rmeds considered to be independent from the agent's arousatval

Dominancefears-con rmedcan only be perceived by the agent, if he feels submissive
as in the case dearful

This distribution of awareness likelihood is realized inOP8pace (cf. Figure 4.5) by in-
troducing the red area in the low dominance plane. The exduats of this area are given in
Table 4.3.

FEARS-CONFIRMED

Area (PAD values), intensities

low dominance | (-100, 100, -100), 1.0; (0, 100, -100), 0.0;
(0, -100, -100), 0.0; (-100, -100, -100), 1.0
lifetime 10.0

standard intensity 0.0

decay function | linear

OCC-tokens fears-con rmed, worst fears realized

Table 4.3: The parameters of the secondary emdgiars-con rmedor representation in PAD
space

Relief

The secondary emotiorelief is described as being experienced whenever one is “pleased
about the discon rmation of the prospect of an undesirabkene” (Ortony et al. 1988, p.
110) Taking the mentioned similarity with Gehm and Scher&bntent” cluster into account,

the representation eélief in PAD space is chosen according to the following considemnat

Pleasurerelief is more likely to become aware the more pleasurable the dgeist

Arousal: Only in case of relatively low arousal levels thewrigs assumed to be aware
of the emotiorrelief.

Dominance: The awareness likelihoodrefief is considered to be independent from
the agent's state of dominance.

Accordingly, the awareness likelihood is represented gufé 4.5 by the two shaded blue
areas, one located in the high dominance plane and the ottiex low dominance plane. The
values for these areas together with the intensities asepted in Table 4.4.
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4.4 Connecting feelings and thoughts

RELIEF

Area (PAD values), intensities

high dominance | (100, 0, 100), 1.0; (100, 50, 100), 1.0;
(-100, 50, 100), 0.2; (-100, 0, 100), 0.2
low dominance | (100, 0, -100), 1.0; (100, 50, -100), 1.0;
(-100, 50, -100), 0.2; (-100, 0, -100), 0.2
lifetime 10.0

standard intensity 0.0

decay function | linear

OCC-tokens relief

Table 4.4: The parameters of the secondary emaébef for representation in PAD space

4.3.2 Secondary emotion dynamics

With representing these three secondary emotions in PADesjp@ now possible to assure
their mood-congruent elicitation, because the locatiomefpoint of reference (introduced in
Section 4.2) is also relevant for calculating every secondeotion's awareness likelihood.
In contrast to the rather direct elicitation of primary erons, which is so far solely based on
their distance to the reference point, secondary emotiossgss certaistandard intensities
which are set to zero by default (cp. the above tables). Aoprsgary emotion has rst to
be triggered by a cognitive process, before it gains thernpiaieto get aware to the agent.
Furthermore, a secondary emotiohfetime parameter (set to 10.0 by default) together with
its decay functiorfset to linear by default) are used to decrease its intensaytime until the
standard intensity is reached again.

In Chapter 6 the simulation of secondary emotion dynami¢bnaal here is explained in
further detail. The next section shows how the concevedireness likelihoodan help to
overcome long-standing dif culties that often arise in @lyrcognitive emotion architectures.

4.4 Connecting feelings and thoughts

The emotion module explained above needs so-called valesmoetional impulses together
with the actual degree dominanceas input signals to drive its internal dynamics. In return
it provides descriptions of the agent's emotional statevem different levels of abstraction,
rst, in terms of raw but continuouBleasure ArousalandDominancevalues and, second, in
terms of awareness likelihoods of a number of primary andrsgg&ry emotions.

It is explained next how conscious and non-conscious aggiréead to the elicitation of
primary and secondary emotions, respectively. Espediadiynterplay of conscious reasoning
and non-conscious reactive processes together with the@ntynamics is outlined.

4.4.1 Conscious vs. non-conscious appraisal

In the context of emotion simulation it is helpful to divideetCognition modulen Figure
4.6 into two layers (based on the ideas of Ortony et al. (2@@8) Damasio (1994) (cf. Sec-
tions 2.1.3 and 2.2.2)):
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4 Conceptualization of affect simulation

Figure 4.6: The mutual interaction of cognition and ematiArstimulus is appraised leading
to the elicitation of both primary and secondary emotionsoEonal valence and
dominance values drive the emotion module to continuoupfiate an emotion
awareness likelihood, which is used to lIter the elicitedaans. Finally, the
aware emotions are reappraised in the social context.

1. The agent's “conscious”, BDI-based deliberation resideheReasoning LayerAs the
ability to reason about the eliciting factors of one's ownational state is a mandatory
prerequisite for the emergence of secondary emotionscamrssappraisal, taking place
on this layer, leads to secondary emotions. This apprarealegs generally includes
aspects of the past and the future, making use of differeiltskof memories also present
on this laye?.

2. TheReactive Layecan be understood as resembling onto-genetically earieesses,
which are executed on a more or less “non-conscious”, autpetblevel. These reac-
tive processes include simple evaluations of positive gatiee valence and are imple-
mented as hard-wired reactions to basic patterns of inaps@msor information (e.qg.
fast movement in the visual eld). Consequently, non-caomss appraisal leads to pri-
mary emotions, which can directly give rise to “non-conssitreactive behaviors such
as approach or avoidance.

5An example where the (near) past and future are taken intwatés demonstrated in Chapter 6.
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4.5 Summary

As described in Section 4.1.1 every emotion includes aicerédence, which is either positive
or negative. This hedonic (pleasurable) valence is defieed the results of appraisal on both
layers and used as the main driving force in the simulatioihefagent's emotion dynamics.
If MAX believes, for example, that winning the game is delsiea(as in the gaming scenario
introduced in Chapter 5.2.2) and suddenly comes to knowttigagjame is over without him
winning, non-conscious appraisal might lead to the emeaxgehthe primary emotion “anger”
including highly negative valenéeHowever, in the Affect Simulation Architecture the result
ing negative impulse only increases the likelihood of niegagmotions such asnger. Thus,
our emotional system does not follow a direct perceptidieadink as present in many purely
rule-based, cognitive architectures.

By further representing expectations as well as memorigh®measoning layer, the sec-
ondary emotionfiope fears-con rmedandrelief are derived. For example, if MAX analyzes
the current situation and concludes that the human oppdirettie card game) could play
a card which is bad for MAX insofar as it would hinder him to sste one of his goals,
the primary emotioriearful would result in a negative emotional impulse. When, however
the human player then plays another card on top of that catéad of playing the unde-
sired card itself, the cognitive appraisal would result positive emotional impulse and the
possible state of undifferentiated happiness might berapeanied or even substituted by the
secondary emotiorelief (cf. Figure 4.5).

4.4.2 Elicitation, reappraisal and coping

After theCognition moduldas generated “proposals” of cognitively plausible enrition the
basis of conscious and non-conscious appraisal, the inheaitences of these emotions drive
the dynamics/mood part of tiEmotion moduleAs described in Section 4.2 the values of the
dynamics subcomponent are mapped iR&D spacedor categorization and combined with
the actual state ddominance This Dominances provided by theCognition modulewhich
deduces its value from the actual social and situationaleston The output of thd&Emotion
modulein terms ofawareness likelihood®r mood-congruent emotions is then fed back to
the Cognition module It is combined with the initially generated “proposed eions$” to
elicit a set ofaware emotionsTheseaware emotionsan be guaranteed to bear a high degree
of resemblance in terms of their respective hedonic vakené&eénally, reappraisal can take
place to implement coping strategies such as Max leavinglid@ay in case of high degree
of anger as implemented in the museum guide scenatrio.

How the conscious appraisal process is computationallizeshas an extension to the BDI
component of the architecture is detailed in Chapter 6.

4.5 Summary

With the working de nition of affective phenomena introdectin this chapter the author made
the desgin commitments necessary for a computational apprto Affect Simulation. In

’One might object that the necessary reasoning capabiitideduce this kind of “anger” can hardly be con-
ceived as remaining non-conscious. In the current corfitextever, such a distinction is only used to separate
fast reactive emotional appraisal from relatively slovdeijberative (re-)appraisal. Thus, applying symbolic
reasoning to implement processes on a so-called non-carssceactive level is assumed noncritical.
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4 Conceptualization of affect simulation

summary, primary and secondary emotions are de ned astmegutom the need to nd
verbal labels for complex neuropsychological processesimmunication. Paying respect to
this de nition some aspects of their connotative meaninmgsepresented in PAD space.

Eight verbal labels are chosen (cf. Table 2.1.3) to dendtegyy emotions that are corre-
lated to ve prototypical facial expressions based on Ekr(itt809a). By representing these
primary emotions as points in PAD space—some of them evenhptatimes—and by simu-
lating an independent continuous progression of the agysubjective feeling state, a distance
metric can be applied to directly calculate the awaren&s$iioods of primary emotions.

This continuous progression in PAD space is based on theaflaanutual in uence be-
tween emotion and mood. As empirically proven by psycholapearch a prevailing mood
in uences the outcome of appraisal processes such that,sigjects in positive mood are
less likely to get angry than subjects evaluating the sarapten a negative mood.

Instead of changing the cognitive appraisal process ornitsome at the start of an emo-
tional episode, this in uence of mood on emotions is realizethe WASABI architecture in-
dependent of the realization of the appraisal process. alemge component of a cognitively
elicited emotion is interpreted as an emotional impulsachvis driving the dynamic interac-
tion of mood (understood as a longer lasting, undifferéetiavalenced state) and emotional
valence. The dynamics of these two valences are update@8&lih resulting in a continuous
progression of an agent's subjective feeling state, whsamapped into PAD space. For this
mapping the standardized sum of both valences is taken &a¢hsurevalue and the absolute
value of emotional valence (together with the boredom Valesults in the agentArousal

In result, the cognitive elicitation of, e.g., a positive @mon such as happiness is only
increasing the likelihood that the reference point is pdstiese enough to one of the four
representations of happiness in PAD space. In fact, by coesely applying the idea of
simple valenced, emotional impulses even reactive preseghat are not able to conduct
elaborate reasoning, can in uence the agent's emotioaéé st

As long as no high-level reasoning is integrated into thetgjeognitive architecture, how-
ever, theDominancedimension in PAD space cannot be driven appropriately aactlicita-
tion of secondary emotions is also impossible. In the WASARIitecture secondary emo-
tions are conceived as more complex than primary emotiamsthiir elicitation experiences
and expectations have to be derived from the situationakztrbecause they form the basis
of at least some secondary emotions.

In order to exemplify the author's approach to secondarytemasimulation thre@rospect-
basedOCC-emotions l{ope fears-con rmed andrelief) are integrated into the WASABI
architecture. In contrast to primary emotions these semgnemotions are represented in
PAD space as areas rather than points and there standarsiinis set to zero such that MAX
can only become aware of them after they were triggered bgitieg reasoning processes.

The interplay of cognitive and non-cognitive reasoninglinarives the independent emo-
tion module by means of emotional impulses, that are deffired every emotion's hedonic
valence. The cognitive evaluation of the agent's situai@ontext enables him to also adjust
theDominancevalue at runtime. The emotion module incessantly updateawareness like-
lihoods of primary and secondary emotions and transmits th&ck to the cognition module,
in which they are reappraised and may result in emotiondeduwr situation-focused coping
behavior.
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5 Evaluation of primary emotions

After successful implementation of the emotion dynamicslote in 2003 (cf. Becker (2003))
it was integrated into a conversational agent scenariadreutlined in Section 3.2.4. In this
scenario as well as in the gaming scenario subsequentlgmiessin Section 5.2.2 the emotion
simulation was limited to primary emotions. As stated in¢hd of the author's diploma thesis
it was necessary to rst evaluate the appropriateness agfilngss of the proposed emotion
dynamics module, before further extension could reasgradlintegrated. This chapter re-
ports on rst experiences gained in the context of the musguide scenario. Afterwards the
results of an empirical study are detailed, for which a nonversational gaming scenario was
implemented. Parts of this chapter were published in Preyadj Becker & Ishizuka (2006)
and Becker, Kopp & Wachsmuth (2007).

The following section explains how the cognitive reasonafgjities (described in Kopp
et al. (2005)) are connected with the concurrently runnimgption module to enhance the
agent's believability in smalltalk conversation.

5.1 MAX as a museum guide

Since in the virtual museum guide scenario (cf. SectioM3the agent MAX is taking part in
a smalltalk conversation, he has to follow the basic rulesosfal dialog as mentioned in the
context of REA in Section 3.2.1. For MAX, however, it was disz to integrate an emotion
simulation module enabling him to “have emotions of its owetther devising rules as to how
to in uence the interlocutors emotional state as describd®ickmore & Cassell (2005). This
emotion module (cf. Section 4.2) with its internal dynameads to a greater variety of often
unpredictable yet seemingly coherent, emotion-coloregarses adding to the impression
that the agent has a unique personality.

5.1.1 The integration of emotions

The components of the cognitive architecture of Max esaiyfeed the emotion module with

emotional impulses (cf. Section 4.4). These positive oratieg impulses always originate
from deliberative processes (interpretation and dialogiagar) or as direct reactions to a
positive or negative stimulus (perception).

The continuous stream of visual information provided bywtiieo camera is rst analyzed
to detect the presence of skin-colored regions. A reaa@aee following behavior is triggered
whenever a new person enters the visual eld of Max. At theesamoment a small positive
emotional impulse is sent to the emotion module such thatdvrawod increases the more
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Figure 5.1: Integration of the emotion module into the cosagonal agent scenario (same as
Figure 3.6, shown here for further discussion)

people are around. In the absence of interlocutors the emotbdule is generating the emo-
tional state of boredom (cf. Section 4.2.1) and special sé&y behaviors such as leaning
back and yawning are triggered. The corresponding physieation is modeled to have an
arousing effect by automatically setting the boredom véunal, thus, also the arousal value)
to zero. Concerning thBominancevalue it was decided to let Max never feel submissive in
this scenario (although a notion of initiative is accourftadoy the dialogue system).

The interpretation module analyzes every input by thewisif, for example, the visitor's
utterance is understood as a compliment, the interpretatiodule sends a positive impulse
to the emotion dynamics module. Likewise, the achievemeatdesired discourse goal, e.g.,
coming to know the visitor's age after having asked for iyyges the dialog manager to send
a positive impulse to the emotion module.

The emotion module in turn supplies the cognitive architexbf MAX with the following
data:

1. the mood valence and the degree of boredom of the dynamipaoent
2. the corresponding PAD triple

3. the emotion awareness likelihoods of primary emotioasyf are activated

The rst two kinds of information are non-cognitive informian types. They are used in the
behavior generation module to trigger secondary actiodstamodulate involuntary facets
of MAX's observable behavior, namely, the rate of his sintedbbreathing, the frequency of
eye blink, and the pitch as well as the rate of his speech.

The third kind of information is mainly used within the diglmanager at the cognitive level
of MAX's architecture. In general, deliberative reasonisgealized by a BDI interpreter that
operates on the agent's beliefs, on desires representmsgient goals and a library of plans,
each having preconditions, context conditions, an effacdt a utility function to formulate
intentions (cf. LelBmann et al. (2006) for details and Chaptior examples of plans). The
interpreter continually pursues the applicable plan withttighest utility value as an intention.

The categorical output of the emotion system is incessastigrted as belief of the agent.
That way, the agent's plan selection is in uenced by his entraffective state, which he
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5.1 MAX as a museum guide

can also verbalize. In addition, the emotion is used as piiton and context condition of
plans to choose among alternative actions or even to triggfens when becoming “aware”
of a certain emotion (by asserting an according belief).alynthe primary emotion with

the highest awareness likelihood is directly re ected indddacial expressions. This facial
expression is then superposed on possible conversatiehaviors like smiling.

5.1.2 First experiences

Figure 5.2: MAX is getting angry and leaves

In Figure 5.3 two parts of an example dialogue together witlnesponding traces of emo-
tions in Pleasure-Arousal-space are presented. In themegi, MAX's is in a neutral emo-
tional state labeled@oncentrateduntil the visitor's greeting is processed by the BDI-based
Cognition module. In addition to the production of a multidab utterance, a positive emo-
tional impulse is sent to the emotion module. This impulsesdrthe internal dynamics of the
“dynamics / mood” component as described in Section 4.2 heddsulting values are con-
stantly mapped on Pleasure and Arousal values as shownumeFig3(a). The rst positive
emotional impulse directly leads to the activation of thenary emotionsurprisedat time
t;, modulating MAX's facial expression and synthesized vaceordingly (see Figure 4.5).
During the next fourteen seconds no further impulses affezemotion module. However,
the internal dynamics leads to an increase in the agent'sirtagether with a decrease of the
agent's emotional valence. Hence, the agent's Arousaldss@dsing whereas the agent's Plea-
sure is increasing, such that at timehe reference point in Pleasure-Arousal-space moves to
happyand this primary emotion gets activated.

After a series of positive emotional impulses due to pragisitatements by the human dia-
logue partner, a very intense statehafppinesss reached at tim&. The word “pancake” is
specially implemented to produce a strong negative impigmicking a very rude insult),
which leads to a decrease of arousal and pleasure attiimblotably, the agent does not
getangrydirectly but only leshappy because he was in a very good mood shortly before.
That is, mood-congruent emotions are guaranteed as a céghk internal dynamics of the
emotion module.
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5 Evaluation of primary emotions

To the end of the conversation, MAX has becoweey concentrated.e. non-emotional—
again, just before the visitor insults him at time(see Figure 5.3(b)) resulting in a strongly
negative impulse. Within an instant MAX ssirprisedat timet, and only ve seconds later the
internal emotion dynamics let him feahnoyedat timets. The strongly negative emotional
valence causes the mood to become negative within the nexseconds. Thus, when the
human insults him again at tintg, MAX gets angry, which he becomes aware of himself.
His warning utterance is emphasized by the gesture prasentthe left of Figure 5.2, before
saying that he is starting “to feel unhappy”. When he is baognvery angry at times,

a kind of situation focused coping behavior is triggered &gving the scene as shown in
the middle and right part of Figure 5.2. As the visitor onlka8/AX only an emotionally
neutral question in the following fteen seconds, MAX's etiumal state at rst slowly shifts
from hot to mildangerending in a state ochnnoyanceat timets. When the visitor is nally
apologizing, the resulting positive impulse lets MAX fencentratecagain at timet;. In
effect, he re-enters the display ready to go on with the csation.

5.1.3 Summary

A rst evaluation of this collaborative scenario revealddt Max evokes natural communica-
tion strategies in the visitors, who ascribe a certain degfesociality to the agent (cf. Kopp
et al. (2005)). Until today this installation has been pnésé at a variety of public events
ranging from science fairs (NRW60 festival, Open House @i&eld University, “Campus:
City!” in Bielefeld City, among others) to an internation@ll conference (Kl 2006, cf. Kopp
et al. (2006)).

Furthermore, this system is permanently running in theidoriof the Al group in Bielefeld
to greet visitors and engage them in a conversation. Moshtgcan adapted version was built
for the HNF museum with special knowledge about mathematids more general, numbers
of all kind. In all installations the emotion dynamics siratibn is concurrently providing
emotional states that modulate or even change MAX's behavithe aforementioned way.

A controlled evaluation, however, of the effects of emotsamulation in this scenario is
dif cult, because of the following reasons:

A conversational agent scenario is rather uncontrolldi#eause the visitors are free to
say anything they like to MAX.

The duration of interactions varies a lot, because it is up\sitors how long he or she
wants to do conversation with MAX.

A systematic way to change MAX's emotional reactions in tipen scenario is dif cult
to conceive.

The necessity to let MAX verbally express himself makesfitdit to distinguish be-
tween non-verbal and verbal effects of emotion expression.

Avoiding most of these dif culties a non-verbal gaming sagn was used for an empirical
study which is presented in the following section.
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Human:
Max:

Human:
Max:

Human:
Max:

Human:
Max:

Human:
Max:

Max:
Human:
Max:

Human:
Max:

Human:
Max:

Human:

Max:

Human:
Max:

Hello Max.
(t1, surprised Hello. Let's chat. Use the

keyboard to talk to me. What is your name?

Stefan.

Hello Stefan! {», happy Nice to meet you.
| can explain something to you or we just
have small talk.

How are you?

I'm ne at the moment and how are you?

You are amazing.
(tz, very happy Our conversation
gets better and better.

Pancake. (bad word for Max)

(&) The trace of emotions in Pleasure
Arousal-Space during the rst minute of di-
(ta, happy Why do you say that? alogue:t; = 0:10;t; = 0:24;t3 = 1:00;t4 =

1.05 (all times in min.)

(t1, very concentratedCan you do so, too”
You pig.

(t2, surprised Have a look in the mirror
(t3, annoyedl.

Pancake.

(t4, angry) Better think about what you
are saying. | start to feel unhappy.

(ts, very angry I'm fed up for now

(leaves the display

(paus¢ Where are you?

(ts, very annoyegll will not come back  (b) The trace of emotions until the end of
until I calmed down. the dialoguet; = 1:46;t, = 1:50;t3 = 1:55;
Sorry. t4 =2:02;t5 =2:10;tg = 2:25;t7 = 2:35(all
times in min.)

(t7, concentratell After all you accept it.
Now | calmed down.

(reenters the display

Bye.

Good bye, Stefan.

Figure 5.3: A dialogue example from the conversational ageanario, cited from Becker
et al. (2007). The sub gures show the corresponding tratdsax's emotions in
the Pleasure-Arousal-plane during the rst (a) and secbhgdrt of the dialogue.

Dominance is always positive and constant in this scenario.
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Figure 5.4: MAX playing cards against a human opponent

5.2 MAX playing Skip-Bo

Gaming scenarios that involve animated characters (sutie ases of Brave, Nass & Hutchin-
son (2005), Prendinger, Mori & Ishizuka (2005), or Beckerkt(2005b)) are suf ciently
complex for humans to engage in meaningful social intesacind games, in general, are
adequate interaction scenarios for the following reasons:

Games help to establish social bonding between players.
Gaming rules build a clear boundary for possible interactimves.
Most people like to play games and are well motivated to eeagaguch interactions.

People do not expect too much interactivity of a virtual fttteutor in a gaming sce-
nario.

By choosing the right game the duration of interaction cagilgae controlled.

In the context of most games natural language interactigarislimited, thus avoiding
problems with speech recognition and speech production.

To further investigate the appropriateness of MAX's dynasimulation and expression of
emotions through bodily gestures and facial expressiomglissical card game “Skip-Bb”
was implemented as a face-to-face interaction scenarigeleet a human player and MAX
(see Fig. 5.4). This scenario provides MAX with a clearly ded goal (to win the game), and

twith friendly permission of Mattel.
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5.2 MAX playing Skip-Bo

he may, thus, derive a power relationship between the humagempand himself in any given
(game) state. This information enables MAX to distinguigitvizen the emotion categories
“fear” (low dominance) and “anger” (high dominance), andgidhis behavior accordingly
(cf. Section 4.1.1 for details). By further integrating €mo recognition as outlined in Sec-
tion 3.2.5 it is possible to also investigate the effect ahpathic” feedback of MAX in this
scenario.

After the term “empathy” has been clari ed in the following@&ion, the gaming scenario is
introduced in Section 5.2.2. Subsequently, a short inttbdn to physiology-based emotion
recognition (cf. Section 5.2.3) is followed by an explaoatof the general setup that was
used for an empirical study (cf. Section 5.2.4). This studswonducted in cooperation
with Prof. Helmut Prendinger during the author's three nhonsit at the National Institute of
Informatics in Tokyo, Japan, as a pre-doctoral fellow of‘thegpan Society for the Promotion
of Science” (JSPS). Finally, the results of statisticallgsia of the questionnaires as well as
the bio-metrical data is presented in Section 5.2.5.

5.2.1 Conceptualizing empathy

Empathy has recently been found to be an important aspectnrah-computer interaction.

Paiva, Dias, Sobral & Aylett (2004) tentatively de ne emipats “an observer reacting emo-
tionally because he perceives that another is experiemeiagout to experience an emotion.”
(Paiva et al. 2004, p. 194) They further distinguish twoetint ways of mediating empathy:
(1) via the situation and (2) via emotional expression. Tigt means to mediate empathy is
conceptually close to the “Fortunes-of-others” clustethefOCC-model of emotions (cf. Fig-

ure 2.9, p. 41) and the second manifests itself in facial nynas described in the end of
Section 2.1.1.

To the Skip-Bo scenario presented here the second way ofteynpeediation is more rel-
evant, because empathic reactions of MAX are triggered laygbs of the physiologically
derived emotional states of the human player. However, teenotion of modeling empa-
thy is also taken into account, because the emotional irepwisthin the Affect Simulation
Architecture are adjusted with respect to the experimaadlition (cf. Section 6.1).

For Brave et al. (2005) empathy is a fundamental and poweréans to manifest caring in
humans. In their blackjack study they investigate the pshodical impact of affective agents,
which are endowed with the ability to behave empathicaltythleir card game scenario the
agent and the human player play against a disembodied d@&abare et al. (2005) consider
two conditions for evaluation: (1) self-oriented emoticarsd (2) other-oriented, empathic
emotions.

In the self-oriented emotional condition the agent exgeg®ositive emotions if winning,
and negative emotions if losing, whereas in the empathidition he expresses positive emo-
tions if the human wins, and negative emotions if the humaedo Based on online ques-
tionnaires, Brave et al. (2005) found that subjects judgeetimpathic agent as more likable,
trustworthy and caring as the self-emotional agent.

Arguments for a physiology-based approach

Although the results of Brave et al. (2005) offer valuablpmurt for the utility of empathic
agents, their study has some limitations. Most importasttyations where humans interact
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with an agent seem to be more typical (and interesting) thaset where a human and an
agent assume the same view as co-players (against the)deaémondly, animated agents
such as MAX provide a richer set of communicative modalitiesn photographic agents
as the ones of Brave et al. (2005), and are more likely usedm@pintelligent interfaces.
Thirdly, questionnaires may be useful for estimating a hefaxapinion on dimensions such as
likability, trustworthiness, or intelligence, but theylfshort in assessing a human's emotional
moment-to-moment experience.

Physiology-based approaches are a promising alternatessiuating affective interactions
with life-like agents since human physiology provides rnicformation regarding a person's
emotional experience. An early study has been conductedkinahk, Levenson & Friesen
(1983) (cf. Section 2.1.1, p. 18), who investigated thea$f®f six basic emotions (surprise,
disgust, sadness, anger, fear, and happiness; cp. Secti@) @n four types of physiologi-
cal signals: heart rate, skin temperature, skin resistaar muscle tension. Their ndings
include a larger increase of heart rate with anger and fear with happiness, and a higher
decrease of skin resistance (leading to higher skin coaduae) for fear and disgust as op-
posed to happiness, among other results. More recentlyanmas in “affective computing”
(cf. Chapter 3) is offering sound results on interpretingllan physiological information as
emotions (cf. Picard, Vyzas & Healey (2001)).

The key advantages of using human physiological respons@ @valuation for human-
computer interaction are the following:

The dynamic moment-to-moment nature of a human's expegiean be estimated.

Physiological response is usually not within the conscamrgrol of humans, preventing
fake attitudes or body expressions (e.g. simulated fag@essions).

Physiological information provides insight into the hurisaaffective state without re-
lying on cognitive judgements or the ability to remembert gasotions.

The recording of physiological signals does not interferth\the primary interaction
task.

A potential drawback of using sensors is that they can be agartrusive.

Empathy for MAX

For the study introduced here, empathy refers to MAX's resgoto the human's assumed
emotion and covers both positive (emotional) response @gy for the human's distress)
and negative response (e.g. happy about the human's distres

While the expression of emotion and empathy has well-knowgite effects in social life,
little is known about the importance of affect when exprddsga virtual human. Re ecting
the experience of Berry et al. (2005) (cf. Section 3.2.2) @muasting the suggestion of (Dehn
& van Mulken 2000, p. 19), the empirical study was conductegrbvide a partial answer
to the question “What kind of animated agent used in what kihdomain in uences what
kind of user's physiological state?” rather than simply ‘@3oan animated agent improve
human-computer interaction?”
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5.2.2 Scenario description

Skip-Bo provides the players with con ictive goals to ged f their eight cards on their
pay-off piles on the right side of the table by playing thenthte shared white center stacks
(cf. Figure A.1). As on these center stacks the order of claas one to twelve is relevant
the hand and stock cards must be used strategically to &ctiesvoverall goal. The complete
instructions about how to play the game can be found in Appehd

(a) MAX is afraid to loose the game (b) MAX corrects an opponent's move

Figure 5.5: Two interaction examples from the Skip-Bo gagrsoenario

Speech is not seen as necessary in the card game settingthaceifere not implemented.
However, MAX utters various types of “affective sounds” Buas grunts and moans. More-
over, he continuously simulates breathing and eye-blopkgiving the human player the im-
pression of interacting with a life-like agent. Visual andldory feedback is also given when-
ever the human player selects or moves cards. Moreover, MReSyisual feedback to the
human player by dynamically looking at the objects (carégced by himself or the human
for a short period of time, and then looking straight aheaaram the direction of the human
player. MAX also performs a simple type of turn-taking by dow) whenever completing his
move. These behaviors are intended to increase the humyar'plperception of interacting
with an agent that is aware of its environment and the actate sf the game.

The physical objects necessary for the game are modeled abj@bts and enriched by
semantic information, so that intuitive point-and-clickearaction by the human player as well
as gestural interaction by MAX are easily realized (cf. Isatuk, Biermann & Wachsmuth
(2005)).

Integration of primary emotions

MAX always retains control over the game as he corrects timeamuplayer in case of a false
move (see Figure 5.5(b)). MAX's emotion module is initi@dzto re ect this state of high
Dominance but whenever the human player is at least two cards aheathtthevgame, this
value is changed to re ect a state S8ubmissivenegs.e. non-dominance). Consequently,
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when MAX is highly aroused and in a state of negative plegsueesometimes showear
(see Figure 5.5(a)) instead ahger.

In Chapter 6 it is explained, how secondary emotions argrated into this scenario and
another empirical study is reported on.

5.2.3 Physiology-based emotion recognition

If MAX is supposed to respond in an empathic way, it is of pasant importance that emo-
tions of the human player are interpreted in real-time, apdtto the agent's emotion module.
Based on the experiences described in Section 3.2.5 a sy&temsed that derives the human
player's emotions from skin conductance, electromyogyaahd situational context parame-
ters (e.g. the game state, cf. Figure 5.6(a)).

high

e Tustrated> | Coyl>

Valence

low
Arousal

(a) Simple Bayesian network to determine a human players-eth) Some named emotions in the arousal-
tional state from bio-signals and game status (Becker 2415, valence space according to Lang (1995)
p. 40)

Figure 5.6: The decision network for emotion recognitiothie Skip-Bo game and six named
emotions in valence-arousal space

In short, the emotion recognition component builds on the-tivnensional (arousal, va-
lence) model of Lang (1995) who claims that all emotions carclaracterized in terms of
judged valence (positive or negative) and arousal (higbwy).l As skin conductance increases
with a person's level of overall arousal or stress, and edecyography correlates with neg-
atively valenced emotions, named emotions can be ideninethe arousal-valence space.
Figure 5.6(b) shows some named emotions as coordinates erdlisal-valence space. The
relation between physiological signals and arousal/nademestablished in psychophysiology
arguing that the activation of the autonomic nervous syseNfSS) changes while emotions
are elicited. The following two signals have been chosettifeir high reliability:

Galvanic skin response (GSR) is an indicator of skin cormhaz (SC), and increases
linearly with a person's level of overall arousal.

Electromyography (EMG) measures muscle activity and has Istown to correlate
with negatively valenced emotions.

2Other signals (electrocardiogram, EEG, respiration, tnapire, pupil dilation) are applied e.g. in Picard
(2997).
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The current mean value is derived at runtime from a segmentafeconds. If skin con-
ductance is 15-30% above the baseline, is assumed as “Hahfore than 30% as “very
high”. If muscle activity is more than three times higherrtlihe baseline average, it is as-
sumed as “high”, else “normal”. Once the raw data from thessesihas been categorized,
a Bayesian network (implemented with the software toolletith (2003)) is used to com-
bine the categorized information from the bio-signals atlfteofacts about the interaction
and determine the human player's emotion based on thesesvalithis network is shown in
Figure 5.6(a). The Bayesian network is used to derive theamsremotional state by rst
relating skin conductance to arousal, and EMG together thighcurrent state of the game
from the human player's perspective to valence, and thesring the his emotional state by
applying the model of Lang (1995). The probabilities haverbset in accord with the litera-
ture (whereby the concrete numbers are made up). Some exaarpt “Relaxed (happiness)”
is de ned by the absence of autonomic signals, i.e. no atqusiative to the baseline), and
positive valence; “Joyful” is de ned by increased arousad @ositive valence; “Frustrated” is
de ned by increased arousal and negative valence.

The node “Game Status” represents situations in which theega in one of the following
states: very favorable for the human player, favorable tfierhuman), neutral, unfavorable,
or very unfavorable. This (‘"non-physiological’) node wasluded to the network in order
to more easily hypothesize the human's positive or negaipgaisal of the current situation
of the game, because EMG activity is typically seen for siremotions only and, thus, in
additional source to evaluate valence is taken into account

In the Skip-Bo game, the behavior of MAX is modulated by bashawn and the human
player's emotional state. However, in situations where méwu player's emotions are in-
terpreted in order to determine adequate agent respons¥ dM&havior solely determined
by the human player's affective state overriding all signfabm its own emotion simulation
model.

5.2.4 Investigating the effects of positive and negative em pathy

Since Skip-Bo is a competitive game, human players verjyigerceive MAX as an opponent
in this situation. Hence, the following two hypotheses utajethe study:

Hypothesis 5.1 If MAX behaves “naturally” in that he follows his own goalsdexpresses
associated positively or negatively valenced affectiveabmrs, human players will be less
aroused or stressed than when MAX does not do so.

Hypothesis 5.2 1f MAX is oriented only toward his own goals and displays assed be-
haviors, human players will be less aroused or stressed wWiaan MAX does not express any
emotion at all.

The study was also motivated by the question whether theeegjan of negative emotions
would induce negatively valenced responses in the humamalogously, the expression of
positive emotions would induce positively valenced humaoons?

3According to (Levenson 1988, p. 19), positively valenceggiblogical response (a state of “relaxed happi-
ness") is characterized by the absence of negative response
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5 Evaluation of primary emotions

Subjects

Fourteen male and eighteen female subjects participatéeistudy and all but one subject
were Japanese. Their age ranged from 22 to 55 years and tregevege was 30 years.
Subjects were given a monetary reward of 500 Yen for padtop and they were told in

advance that they would receive an extra reward of 500 Yéreyf tvon against MAX. Subjects

were randomly assigned to four experimental conditiorghfgn each condition).

Design

@ (b) (c) (d)

Figure 5.7: The human player is angry or frustrated and MAacte (a) negative empathic or

(b) positive empathic or the human player is joyful or ext¢iéend MAX reacts (c)
negative empathic or (d) positive empathic

In order to assess the effect of simulated emotions and émepg@edback in the context
of human-computer interaction, the following four conalits within the proposed gaming
scenario were designéd

() Non-Emotionakondition: MAX neither shows emotional behavior nor is heagsvof

(ii)

(iii)

the human player's emotional state. Nevertheless the emot¢icognition data as well
as the emotion simulation data are recorded for later aisalys

Self-Centered Emotionabndition: MAX shows affective behavior that is evoked only
by his own actions. The human player's actions have no effedtis own emotional
state and he is not aware of the human's emotional state. M#\)Xappraises his own
game play, and displays e.g. (facial) happiness when hdag@move cards.

Negative Empathicondition: MAX shows (a) self-centered emotional behawaod (b)
responds to the opponent in a “negative” way. The opponewti®ns are in uencing
MAX's emotional state and he is aware of the opponent's éiffecstate and responds
accordingly. E.g. when the human shows frustration, MAXpl#igs Schadenfreude
(“joy about the user's distress”, cf. Figure 5.7(a)). On titeer hand, when the human
player dominates the game and is recognized to be in a palgitralenced state, MAX
expresses ignorance by looking aside (cf. Figure 5.7(@nhs€quently, he e.g. displays
distress or fear when the human performs a good move or istddtéo be positively
aroused.

4A video of the gaming interaction can be found at: http://wiecker-asano.de.
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5.2 MAX playing Skip-Bo

Figure 5.8: The experimental setup (Becker et al. 2005069).4

(iv) Positive Empathicondition: Here, MAXis (a) self-centered emotional, angt(iz op-
ponent's actions are appraised “positively' such that Hedappy for” the human player's
game progress (cf. Figure 5.7(d)). If the human player isatetl to be distressed, MAX
performs a calm-down gesture (cf. Figure 5.7(b)).

These conditions should be seen as two pairs of conditiahself-centered emotional
(only) versus absence of self-centered emotional behé&var-emotional behavior), and (ii)
negative empathic versus positive empathic behavior. Theset will also be called non-
empathic conditions, and the latter set empathic conditioNotably, these conditions are
subtly different from the conditions of Brave et al. (2006¢cause also negative empathy is
considered here.

Procedure

Subjects received written instructions of the card gamddpanese) with a screenshot of the
starting condition before they entered the room with theseixpental setup. Subjects entered
the room individually and were seated in front of a 50 inclspia display with attached loud
speakers on both sides (cf. Figure 5.8). They were briefedtahe experiment, in particular
that they would play a competitive game. Then, subjectsctplaly a short introductory game
against a non-emotional MAX, which allowed them to get usetthé mouse-based point-and-
click interface, and also provided subjects the possytiditask clarifying questions about the
game. Each subject won this rst game easily.

Next, the bio-metrical sensors of the ProComp In nity eneodcf. ThoughtTechnology
(2003)) were attached to the subject and the subject waseaisthat these sensors were not
harmful. Upon consent, a skin conductance (SC) sensor washatl to the index nger and
the small nger of the non-dominant hand. The electromypfsa(EMG) sensor was attached
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5 Evaluation of primary emotions

to the subject's left (mirror-oriented) cheek to measur alotivity of the masseter muscle
(cf. Figure 5.5(a)). Then a relaxation phase of three mmastarted, with MAX leaving the
display and the subject being advised not to speak. In trasgh baseline was obtained for
the normalization of the bio-signals, since values maytty&ary between subjects.

From now on, the experimenter remained visually separated the subject (behind the
screen) only to supervise the experiment. After the baselias set, the agent re-entered
to the screen and the subject was asked to start the game. tiidtgame was completed,
the subjects were asked to Il in a questionnaire in Engliséspnted on the screen, together
with a Japanese translation on hard-copy. The questiaoantained 25 questions that were
related to the participant's subjective experience whidging the game (see Appendix B).

The whole interaction was recorded with a digital video ceamgositioned to the right
behind the subject (cf. Figure 5.8). In order to capture hbéhinteraction on the screen as
well as the human player's facial expression, a mirror wasigeéo acquire in indirect image
of the human players face (cf. Figure 5.5(a)). Facial exgpoes were not analyzed in the
current study. The rationale for the mirror was to be abledentify artifacts in the EMG
values due to “laughing” behaviors of subjects. Each garsiedafor about ten minutes. A
protocol of the progression of the game, the acquired plygical data, and the video data
were recorded for later analysis.

5.2.5 Results of the empirical study

Both questionnaires and bio-metrical data were evaluatestimate the impact of different
forms of emotional agent behavior (or their absence) on muasars. Our ndings will be
presented in the following sections.

Questionnaire results

The questionnaire contained twenty- ve questions, whiah be grouped into the following
categories:

(i) Overall Appraisal: Seven questions about the expertalerondition, including ques-
tions about whether subjects liked playing the game or hay télt during game play.

(i) Affective Qualities of MAX: Twelve questions related the emotionality, personality,
and empathic capability of MAX.

(i) Life-Likeness of MAX: Six questions about human plaggudgements of the human-
likeness of MAX' behavior and his outward appearance.

Questions were rated on a 7 point Likert scale. With respetttd rst group of questions
(Overall Appraisal), all but two subjects liked to play thenge and everyone wanted to play it
again. A nearly signi cant effect of the two empathic comalits in comparison with the Non-
Emotional and Self-Centered Emotional conditions coulddomd. Subjects in the empathic
conditions tended to feel less lonely (t(30) = 1:66; p = 0)053

The second group of questions (Affective Qualities of MAX)#ile not providing results
of statistical signi cance—showed that subjects had a ¢éewg to perceive MAX as hiding

5The level of statistical signi cance is set to 0.05.

112



5.2 MAX playing Skip-Bo

his “true feelings” in the Non-Emotional and Self-CenteEadotional conditions and show-
ing his “true feelings” in both empathic conditiong30) = -1:49;p = 0.073). Also, MAX
was experienced as more caring about the human playerladealvhen playing a positive
empathic manner then when playing in a negative empathiaerai{14) = -1.6;p = 0.068).

Concerning the third group of questions (Life-Likeness &4X), the agent was more per-
ceived as a “human being” when playing in an empathic waypepg to playing in a non-
emotional or self-centered emotional wag30) = -3.42;p = 0.001). Moreover, MAX' out-
ward appearance was judged as more attractive when reaxstipgthically as compared to
the Non-Emotional and Self-Centered Emotional conditi@(80) = -2.2;p = 0.018).

Results of Bio-metrical Data Analysis

This section presents the ndings obtained from the analg$ibio-metrical data (SC and
EMG) under the assumption of both global and local baselines

Analysis of winning situations First it was focused on game situations where emotional
reactions in the human player were likely to occur. Spediycaemotional reactions were
hypothesized whenever either of the players (human or MAX3 able to play at least two
pay-off pile cards in a rov—which are moves toward winning game—and eighty-seven
such situations were found.

Determining the exact duration of emotions is a notoriobhsigd problem. In this study pe-
riods of ten seconds were analyzed, consisting of ve sesdedore the last pay-off card was
played, and the following ve seconds. For those segmerdgsatithmetic means (averages)
were calculated for both normalized SC and normalized EMGe&a For each data set (each
subject and each signal type), normalization was perforoyeapplying equation 5.1.

Xeurrent Xbase
Xnorm Xmax Xmin (5.1)

In equation 5.1 the average baseligse is rst subtracted from the current signal value
Xcurrent (IN the relevant segment) and the resulting value is theideldvby the entire range
of values applicable to each subject. This analysis assangésbal baseline as described in
Section 5.2.4 (p. 111). Although named emotions could haenltomputed from SC and
EMG data by applying the model of Lang (1995), the signal sypee treated separately, in
order to retain detailed physiological information abdwe human player.

Skin conductance

The results for skin conductance are shown in Figure 5.9.

MAX winning move.Regarding the human player's response to MAX's behaviorrwhe
MAX performed a winning move, a signi cant difference bewvethe Negative Empathic
condition and the Positive Empathic conditid(2D) = 2.1;p < 0.03] was found. The non-
empathic conditions were not statistically differetfil]l) = 2.36;0 = 0.13].

Given that high skin conductance is an indicator of high aabor stress, the human player
was seemingly most aroused or stressed in the Non-Emotomalition and in the Positive

SAll p values were obtained with two-tailed t-tests assumingqual variances. The con dence levelvas set
to 0.05.
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5 Evaluation of primary emotions

Figure 5.9: The average values of normalized skin conduetaiata within dedicated seg-
ments of the interaction in the four conditions: Non-Emo#b(Non-Emo), Self-
Centered Emotional (Self-Centered Emo), Negative Empdtieg Emp), and
Positive Empathic (Pos Emp). MAX refers to situations whigi&X performs
a winning move; Human refers to winning move situations ef fluman player
(Prendinger et al. 2006, p. 379).

Empathic condition. Although counter-intuitive at rstgsit, it is important to notice that in
the setting of a competitive game, the lack of emotional esgion or positive empathy are
quite unnatural behaviors and may, thus, have induced trg=ss The result supports the
argumentation that inappropriate behavior (relative tinégraction task) may lead to higher
stress levels.

Human winning moveA human player's physiological response to MAX when the homa
is in a winning situation showed a somewhat similar pattdotably, the agent's behavior is
not independent of the human's (favorable) game moves shree@hysiological reaction of
the human triggers emotional behavior in MAX in accord wiik tespective condition.

The Positive Empathic condition was experienced as sigmtly more arousing or stress-

ful than the Negative Empathic conditiot(26) = 2.07;p < 0.01]. However, there was no
signi cant difference between the Non-Emotional and S&#tered conditiong(21) = 2.09;
p = 0.46]. The result and its explanation are related to theipus ones; e.g. in the Posi-
tive Empathic condition MAX was happy for the human playetgcess and gave positive
feedback by displaying sorriness for the human, which d¢ttes an unusual behavior in a
competitive game.

These ndings are also consistent with the correspondirggtionnaire item asking whether
the agent's behavior is seen as irritating (see Appendix BAX was perceived as most
irritating in the Non-Emotional condition, followed by tfRositive Empathic condition.
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Figure 5.10: The average values of normalized electronapigr data within dedicated seg-
ments of the interaction in the four conditions: Non-Empé&b(Non-Emo), Self-
Centered Emotional (Self-Centered Emo), Negative Empdtideg Emp), and
Positive Empathic (Pos Emp) (Prendinger et al. 2006, p..381)

Electromyography

Electromyography results are shown in Figure 5.10. Mosteshbre below zero, meaning that
the baseline period was experienced as negatively valeateer than as “relaxing” in terms
of muscle tension.

MAX winning move.The Negative Empathic condition differs signi cantly frothe Pos-
itive Empathic conditiont{20) = 2.2;p < 0.04], indicating that human players seemingly
“re ect” the valence of the agent's emotion expression orhggological level. There was no
statistical difference between the non-empathic conusti{11) = 2.23;p = 0.85].

Human winning moveComparable to the result for MAX, the Negative Empathic ¢bod
is signi cantly different from the Positive Empathic cotidin [t(26)=2.2;p < 0.04]. Again,
the non-empathic conditions were not signi cantly diffet¢t(21) = 2.07;p = 0.35].

High values of electromyography are primarily an indicatbnegative valence. The high-
est values are achieved in the Negative Empathic conditibere MAX is designed to evoke
negative emotions in the human player by showing negativatiens, e.g. a mocking smile
(a “happy” facial expression with an appropriate affecéeeind) to the human's (recognized)
frustration (cf. Figure 5.7(a)). Notably, the lowest EMQues can be observed in the Pos-
itive Empathic condition where MAX performed a “calm downésjure (slow up and down
movement of hands, cf. Figure 5.7(b)) if the human player detected to be frustrated or
angry.

Interestingly, humans seemingly do not respond signi badifferent in both conditions
when empathic agent behavior is absent (for both skin caadue and electromyography
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signals). This result demonstrates the discriminativeatfof the type of empathic behavior
displayed to the human player, and underlines the impoetarfican agent caring about a
human's feelings in an appropriate fashion.

Analysis of situations where particular agent emotions are expressed Besides
situations where either MAX or the human player is in a wignfgame) situation, also sit-
uations were investigated where MAX expressed some p&atiemotion. This allows us to
directly associate particular agent behaviors to humayepkresponses. This type of analy-
sis is different from the previous one in that the experirakobndition in which the emotion
occurred was not taken into account.

Figure 5.11: The average values of normalized skin condaetand electromyography data
for the three emotions “joy”, “fear”, and “sadness” (Premgkr et al. 2006,
p. 382)

The effect of the expression of three emotions (joyful, fidarsad) could be analyzed
(cf. Figure 5.11). Occurrences of the expression of othestiEems (angry, bored, surprised)
were too little for statistical analysis (fewer than sixjplamere hence discarded.

With regard toskin conductancea between-subjects analysis of variance (ANOVA) showed
that subjects were signi cantly more aroused or stressednMAX expressed “joy” than
when he expressed “fear” or “sadnesB(Z, 120) = 3.9;p < 0.03]. Again, it can be argued
that humans seemingly consider joyful reactions of MAX asataral in a competitive gaming
scenario and hence as arousing or stressful or, alterhatiliat human's were most stressed
in such situations that were favorable for MAX letting hinpesss joy but unfavorable for the
human player.

The main effect of negative emotions electromyographyvas even more clear cut. Hu-
mans showed a signi cantly less negatively valenced respaa joy than to fear or sadness
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[F2,120) =33.78p < 0.0001]. The high statistical signi cance of the outcomehtihave to
be partly attributed to the nature of the EMG signal, whetteagtypically rise beyond 300%
over the baseline when the masseter muscle contracts. Stleirelicates that the expression
of a positive emotion (joy) induces a signi cantly less negely valenced response than the
expression of negative emotions (fear, sadness).

5.2.6 Conclusion

The results support the supposition that an embodied agbatiavior has to be adequate
with respect to the given interaction task (cf. Dehn & van kéul (2000)). While previous
similar studies only considered positive emphatic respdgcis Paiva et al. (2004), Brave et al.
(2005)), Prendinger & Ishizuka (2005)), this experimenbavaluated the utility of displaying
negative emotions.

Hypothesis 5.1 could be con rmed. Displaying positive affeithin a competitive gaming
scenario is conceived as signi cantly more arousing orsstiid than displaying negative affect
(derived from skin conductance). The same effect might app®&en playing against another
human.

Hypothesis 5.2 could not be con rmed by the study. If MAX does care about the hu-
man's emotions (the non-empathic conditions), humans tloare either, i.e. their physiolog-
ical response is not signi cantly different between the fenotional and the self-emotional
condition. Negative empathic behavior of MAX, in contrastluces negatively valenced
emotions (derived from electromyography) in humans, aralagously, positive empathic
behavior is characterized by the absence of negativelywgattemotions. This nding indi-
cates a certain reciprocity between MAX's display of affaod the human's physiological
response. Moreover, MAX's expression of a positive emolilomjoy is experienced as more
arousing or stressful than the expression of a negativeiemauch adearful or sad On
the other hand, the expression of negative emotions segnimdyces negatively valenced
response, unlike the investigated positive emotion.

Overall, these results suggest that the simulation andtdégression of both positive as
well as negative primary emotions has decisive effects omnaam's emotional responses. If
used in expedient ways, integrating primary emotions,,thas the potential to serve signi -
cantly supportive functions in human-machine-interactio

5.3 Summary

The emotion dynamics simulation has proven to enhance frevahility of the virtual human
MAX—at best so, if it also includes the simulation of negatamotions.

The de-escalation behavior in the museum scenario (i.e. M&aXng the display as shown
in Figure 5.2) implements a basic kind of situation focusapgieg behavior (cf. Section 2.1.3).
For this kind of coping behavior MAX, however, does not reaabout his level ofControl
or Poweras suggested by Scherer (2001) (cf. Table 2.6, p. 37). Inifatte museum guide
scenario MAX's level of dominance is never changed durirtgriaction and, thus, he gets
angry instead of fearful in case of a series of insults by tmadm visitor. Furthermore, only
this one behavior is being triggered whenever the emotistaéd “very angry” is activated in
the emotion module and transmitted back to cognition.
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Due to the emotion dynamics, on the one hand, the direct ptoceaction link is broken
up such that the amount of insults necessary to evoke thesadation behavior depends
not only on the actual position of the reference point in PAdace, but also on the forces
accumulated over time within the dynamics simulation. Gndther hand, the same emotion
dynamics prevents the emotional state to “jump” from vergaiie to very positive ensuring
a more believable succession of emotions over time. The tw@hbn of rule-based behavior
generation and emotion dynamics has proven so believadié thas and still is presented at
a variety of public events.

By systematically changing the emotional impulses, thasant from the cognition module
to the emotion module, positive as well as negative empatthavior could easily be imple-
mented in the card game scenario. Physiological measutgmnarided a reliable means to
evaluate the effects of MAX's behavior in this non-verbampetitive interaction scenario
independent of a subject's post-hoc interpretation of theason. Furthermore, the physio-
logical data was used online to enhance MAX's interactiviétags letting him not only react
to a human's actions, but also to his probably unconsciotisiynging emotional state.

The class of simulated emotions in these scenarios is san#dedl to only nine primary
emotions and the following criticism might be applied:

Direct expression of emotions: Every primary emotion psgmbby the emotion module
directly leads to a facial expression of MAX. As MAX resemdbln adult human this
direct link might appear unnatural for him, because one tegpect him to be able to
hide his true feelings.

The case oburprise MAX often seems to be surprised just because something emo-
tionally relevant happens in his surrounding (cp. Figu®.5In the gaming scenario
this surprise often seems unmotivated or childish, becB/AX¥ could have expected

the human's action that triggers his surprise. Even worsesisometimes surprised
about his own gameplay, although it results from his ownlaeation.

The case ohope In the museum scenario MAX sometimes responds to a dif cult
guestion with an evasive sentence such as “I hope you areeniously asking this
question.” Consideringhopea secondary emotion as de ned in Section 4.3.1 this state-
ment is clearly unjusti ed, because secondary emotiongwert yet simulated within
the Affect Simulation Architecture.

To resolve some of these problems a number of extensions aeaeeptualized and im-
plemented nally resulting in the WASABI architecture, whiis presented in the following
chapter.

’German: Ich hoffe Du meinst diese Frage nicht ernst.
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This chapter explains the integration of secondary emstiato the existing cognitive ar-
chitecture as it was described before, resulting in a fidlsount of an Affect Simulation
Architecture—the WASABI architecture. The following clggs and extensions to the emo-
tion module and the cognition module are applied (see algor€i4.6, p. 96):

1. Cognition module:

a) The cognition module is extended to rgenerate expectationsabout the hu-
man's next actions and then check previous expectationsastighe actions cur-
rently performed by the human.

b) By evaluating these expectations at runtime the tsemwndary emotionshope
fears-con rmed andrelief as well as thgprimary emotions fearfulandsurprised
aretriggered by the cognition module setting their intensities to 1.0daron g-
urable amount of time.

c) Theawareness likelihoodof secondary emotions (being concurrently calculated
in the emotion module and transmitted back to the cognitiadue) are sub-
sequently processed in the cognition module and resultarlibitation of sec-
ondary emotions letting MAX produce appropriate verbalregpions.

2. Emotion module:

a) Primary emotions are extended to also consist of base intensities that dralini
ized to 0.75.

b) The base intensity of the primary emotisarprised is initialized to zero such
that MAX can only be surprised after the cognition modulerafges an event as
unexpected. Furthermore, the base intensitieafful is decreased to 0.25 such
that MAX is less likely to get aware of this emotion, if it is iniwiggered by the
cognition module.

c) The base intensities of the threecondary emotiongntroduced in Section 4.3
are initialized to zero such that they need taitggeredby the cognition module
before MAX might get aware of them.

The extensions to the cognition module are explained in trgext of their exemplary
implementation within the Skip-Bo scenario in Section @vhere the BDI-based reasoning
capabilities of MAX are detailed. The necessary changeseahéncements applied to the
emotion module are then presented in Section 6.2, inclutiegalculation of awareness like-
lihoods for emotions. An overview of the information ow wiiih the WASABI architecture
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is given in Section 6.3. Section 6.4 reports on an empiritadys conducted to falsify the
bene ts of secondary emotion simulation, before a summangchudes this chapter.

6.1 The cognition module and Skip-Bo

As introduced in Section 1.2.3 the cognitive architectdi@lAX comprises a cognition mod-
ule (cf. Figure 6.1) and an emotion module (cf. Figure 6.3,38). In order to implement the
reasoning layemof the cognition module Le3mann (2002) argues for buildipgru“JAM”, a
“hybrid intelligent agent architecture that draws upon ttheories and ideas of the Procedu-
ral Reasoning System (PRS), Structured Circuit Semarfi€S], and Act plan interlingua.”
(Huber 1999, p. 236)

Figure 6.1: The cognition module of the WASABI architectaomsisting of a reasoning layer
and a reactive layer both of which feed the emotion modulb imput

The classical perceive-reason-act triade is extendeddyetee agent's ability to “short-cut”
perception and action by means of tkactive layer(cf. Figure 6.1). In the context of the card
game Skip-Bo, however, MAX has the primary goal to win the gdm following its rules.
MAX is given this ability by exploiting his reasoning caphides as explained next.

6.1.1 BDI-based reasoning

According to Le3mann et al. (2004), our group “adopted thé &Dhitecture, for it provides

provisions for modeling intentional actions in the form ddips, which help to perform com-
plex tasks under certain conditions while being intertptand able to recover from failure.”
(LeBmann et al. 2004, p. 59) Huber (1999) describes the ataiivbehind the development
of JAM as a BDI-based architecture as follows:

“We developed the JAM intelligent agent architecture asiine step in the evo-
lution of pragmatic BDI-based agent architectures. [..jrt8tg with a BDI-
theoretic "kernel' allows us to reap the bene ts of a largelypof research on
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the theory and implementation of, in particular, the PracatiReasoning System
(PRS). Explicit modeling of the concepts of beliefs, godissjres), and intentions
within an agent architecture provides a number of advastageluding facili-
tating use of declarative representations for each of theseepts. The use of
declarative representations in turn facilitates autoohg@neration, manipulation,
and even communication of these representations.”

The “Principle of Rationality” (cf. Section 1.2.1, p. 5) uerties the BDI-approach in that an
agent following a goal will instantiate a plan—i.e. inteindstplan—based on the evaluation
of his current beliefs about the world with regard to its tepel goals, i.e. its desires. If
more than one plan is applicable, the one with the higheBtyuis chosen such that “the
JAM architecture results in strictly rational agents.” @¢m 1999, p. 238) How the JAM
architecture was integrated into the group's software aggstem and its application in the
museum scenario (cf. Section 5.1) can be found in Gesetten$2004).GoalsandPlansare
the two major concepts in the JAM architecture and introdutext, because they are central
to the implementation of the Skip-Bo gaming rules.

Goals and Plans

An agent performs rational top-down behavior, if it is basedthe JAM architecture, by
stating so-called “top-level goals”. Initially one or mdmp-level goals are given to the agent
at startup, but further goals might be instantiated durungime either automatically as sub-
level goals or dynamically by means of external communicetvith other processes such as
the emotion module updating the awareness likelihood oftiems.

The type of each goal is eithercNIEVE, PERFORM, or MAINTAIN and every goal might
be given a certain WLITY function. An ACHIEVE goal “speci es that the agent desires to
achieve a goal state” (Huber 1999, p. 239) and the agent shvdo&ther the goal has already
been accomplished before selecting an appropriate plaathrthat goal. Furthermore, if the
goal has been achieved successfully a world model entrying lasserted. A PBRFORMgoal,
in contrast, implements a semantics, which is an extensidimet classical BDI architectures,
because it re ects an agent's desire to perform a certaiavieheven if such goal already has
been achieved before. Finally, adMNTAIN goal lets the agent maintain a certain state of the
world by never removing it from the goal list automaticalfyea achievement.

In addition to the aforementioned goal-driven behavioNCLUDE plans let the agent per-
form data-driven behaviors as well. AOBICLUDE plan takes avorld model relatioras argu-
ment that is continuously checked for its logical value. Aersas the relation is considered
to betrue, the plan's RECONDITIONS as well as ©ONTEXT are checked, before the plan's
BobDy might be executed. If the execution of a plan is successsubgtional EEFECTSsection
is executed; in case of failure a plan's optionallFURE section is carried out.

6.1.2 The WBS-agents and Skip-Bo

In the Al and VR laboratory of the University of Bielefeld a titagent system is used as
a software framework for increasingly complex softwarehdectures. In the context of the
ongoing development of MAX it enables us to encapsulate dgmitive abilities by devising
specialized software agents, that communicate with edwdr by means of message passing
over local area network.
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Figure 6.2: The three most important WBS-agents in the 8kifgcenario

Accordingly, the author's emotion dynamics simulationteys was implemented as a so-
called Emotion-Agentwhich is derived from a “WBS-agenit’and acts in concert with a
number of other agents. The emotion module—being part oMASABI architecture—
extends the functionality of thEmotion-Agentind, thus, is also implemented as a “WBS-
agent” (cf. Figure 6.2). In the Skip-Bo scenario it receigaesotional impulses from thBDI-
Agent which is continuously being updated with the current awass likelihoods of primary
and secondary emotions. Concurrently, Bi2i-Agentkeeps thé/isualization-Agentipdated
about the actual primary emotions and PAD values.

As mentioned before, the JAM architecture is integratenl@ngo-calledDI-Agent(cf. Fig-
ure 6.2) realizing the reasoning capabilities of the “Ctignimodule” (cf. Figure 6.1). The
BDI-Agentlets MAX express his secondary emotions by triggering appate utterances. A
two-way connection between thésualization-Agenand theBDI-Agentis established to let
the cognition module take control over the human playerttoas, if these do not apply to
the rules, by temporarily blocking the interface. Furtherej theBDI-Agentcontrols MAX
deliberate behaviors as to let him play the game in accosdatitth the rules.

The visualization together with the user interface are thasea high-level, scene-graph-
based framework for virtual reality applications (Latogcét al. 2005). It provides a com-
mand line interface for rapid prototyping, which is implamed in the functional program-
ming language Scheme. In the WBS-agent system it is repgegbas an agency such that its
different components can be addressed directly by othertagalthough these components
reside in a single UNIX process. The tekisualization-Agenfcf. Figure 6.2) is used to refer
to this complex part of the system.

IWBS: [W]issens[B]asierte [S]ysteme (Knowledge-basedsys)
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6.1 The cognition module and Skip-Bo

6.1.3 Implementing Skip-Bo in JAM

The Skip-Bo gaming rules (cf. Appendix A) have proven to betao dif cult for the subjects
of the empirical study (cf. Section 5.2.2). For MAX being @albd interact adequately in this
scenario, these rules had to be transformed into a set of glakk. The most important plans
are presented here in pseudo code and explained with a fodh®ge aspects relevant to the
integration of emotions. An overview of the notational centrons that apply to the following
plans is given in Table 6.1.

| Keyword | Explanation |

send The BDI-Agent sends a message to either tfsualization-Agenor the
Emotion-Agent

utter TheBDI-Agentlets MAX utter some sentence.

call Some other plan is called within tiEDI-Agent

Table 6.1: Some notational conventions for the plans in gseode

When theBDI-Agentsends emotional impulses to tEenotion-Agenthe value of tham-
pulseis sometimes represented symbolically. The concrete salfignese symbolic constants
were different in the three emotional conditions of the eshpirical study (cf. Section 5.2.2)
and are presented in Table 6.2. By only adjusting these s&ifeX's emotional behavior was
successfully changed to mimic positive versus negativeaginyp

impulse self-emo & neg-emp pos-emp
negativeStrong 40 10
negativeMedium 25 10
negativeSmall 10 2
negativeTiny 2 2
positiveTiny 2 2
positiveSmall 10 10
positiveMedium 25 25
positiveStrong 40 40

Table 6.2: The values of the emotional impulses dependintherexperimental condition:
self-emotional (self-emo), negative empathic (neg-enamd positive empathic
(pos-emp)

The most basic plans, which let MAX react to the human playactions, are presented
rst?, before those plans are discussed that let MAX play the ganaegdordance with its
rules.

Reacting to human player's actions

Plan 6.1is triggered whenever a human player selects a card byllekiroy on it with the
mouse (cf. Section 5.2.2) or touching it with the hand in tR&/E (cf. Section 6.4).

2The initial Plan C.1 (cf. Appendix C) lets MAX welcome the hamplayer and sends an emotional impulse
of +100 to the Emotion-Agent resulting in a positive mood and hapgénof MAX.
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6 Integrating secondary emotions

Plan 6.1react to card selection
1: Conclude: REACT-TO-SELECTCARD(wWho, cardID, cardV alue source)
2: Body
3 sendsetDominance -100

senddoAnimation lookAt

. Effects

sendimpulse NegativeTiny

if more than two selects per tuAND max is empathithen

sendimpulse NegativeMedium
end if

©oN Ok

Plan 6.2react to human playing a card
1: Conclude: REACT-TO-PLAY-CARD(cardID , cardV alug source target)

2: Body
3: if target is a centerthen
4: if cardV alue ts on centerthen
5: utterone of acknowledgement sentences
6: call check-for-expectationaction . see Section 6.1.4
7 senddoAnimation lookAt
8: if main card of max= cardV aluethen
9: sendimpulse negativeMedium
10: end if
11 if max is empathithen
12: if human played from special piteen
13: sendimpulse negativeMedium
14: else
15: sendimpulse negativeSmall
16: end if
17: end if
18: else
19: call handle-invalid-move . see Plan 6.3
20: end if
21: end if
22: if target is a stock pilehen
23: sendsetDominance 100
24: call game-turn-max . see Plan 6.4
25: end if
26: Effects
27: if numberOfHumanMainCards =0 then
28: sendimpulse negativeStrong
29: senddoAnimation losing
30: end if
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6.1 The cognition module and Skip-Bo

First, the dominance level of MAX (represented in the emotimdule by the third axis of
the PAD space) is set to -100 in line 3, because MAX cannotrobtite human player's card
selections and, thus, feels submisgivEhedoAnimatiormessage in line 4 lets MAX look at
the selected card for some time before he automaticallyslibalck at the human player.

If the plan's body was executed successfully, iEFECTSsection lets the cognition module

rst send atiny negativempulse to the emotion module in line 6. If the human seletgHird
card already without having played any card during his tmeh/AX is set to be empathically,
an additionaimedium negativenpulse is sent. This way MAX might géearful (or angry)
after a series of probably unmotivated clicks by the humawgeal

With Plan 6.2MAX reacts to gplay-cardevent that was initiated by the human player either
by right-clicking on a stock or center pile on the screen,yomwving a card manually to one
of these piles in the CAVE. If the target is a center pile onakhi does not t (lines 4 and 18),
the Plarhandle-invalid-moves called If the card, however, ts on the center, MAX rst utters
an acknowledgement sentefhbefore hechecksif he expectedhis action (cf. Section 6.1.4).
Once again, he looks at the card just played by the humanp(aye 7).

A medium negativemotional impulse is sent to the emotion module, if the huplager
just played a card with the same value of MAX's main card. Ineampathic condition an
additional impulse is sent depending on the type of cardgoplayed. A human's main card
results in amedium negativempulse whereas any other card (from the hand or stock) only
results in asmall negativempulse.

If the human played his card on one of his stock piles, no ematiimpulses are sent.
This action, however, automatically ends the human's tumth @ccordingly MAX's level of
dominance is set t®100, because it is his turn now letting him take control over tamg.

In case of success the plan nally checks, if the human playanaged to get rid of all of
his main cards and, thus, won the game. In that casteoag negativeemotional impulse is
sent before MAX performs an appropriate animation.

Plan 6.3handle invalid move
1: Goal: PERFORMHANDLE-INVALID -MOVE(Source target)

2: Body

3: if rstfailure then

4: senddoAnimation rightHandUp
5: end if

6: sendsetDominance 100

7 sendsetGameTurn max temporary
8: utterone of correcting sentences
9: sendundosource target
10: sendsetGameTurn human temporary
11: Effects
12: if max is empathithen
13: sendimpulse NegativeStrong
14: end if

3In the rst empirical study discussed in Section 5.2.2 tie was not included in the plan. At that time MAX
only felt submissive, if he was two cards behind with his nands.
4With a probability of 72% MAX utters either “Soso!”, “Aha!*Ach so!”, or “Genau!”.
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6 Integrating secondary emotions

After MAX detected an invalid move of the human in line 4 of ®&2,Plan 6.3is called
in line 19 of the same plan.

If the human player did his rst mistake in the game, MAX perfes aright-hand-upan-
imation to get his attention (cp. Figure 5.5(b), p. 107). Beinance level is set 6100
in line 6, because MAX is about to take temporary control & ¢fame to undo the human
player's invalid move. While doing so MAX utters an appr@te correcting sententeln
case of successful execution of the plans a strong negativemotional impulse is sent
to the emotion module in the empathic conditions.

MAX playing Skip-Bo

After the human played a hand card on one of his stock pilesgcdh of game-turn-madxn
line 24 of Plan 6.2 lets MAX take the turn. From this momentloa human player's interface
(either the mouse interface (cf. Section 5.2.2) or the @agesture interface (cf. Section 6.4))
is turned off such that he or she has to wait until MAX playslag card on one of his stock
piles.

Plan 6.4is called by Plan 6.2 after the human player has played a card on ona sfdtk
piles. The other agents are informed—by sending a messdgag-MAX has the turn and
the level of dominance is set tal00, because MAX controls the game now. After MAX
performed a turn-taking signal by nodding (line 5) ta&e-cardplan iscalled if MAX has
less than ve cards on his hahdAfter MAX lled up his hand with ve cards Plan 6.5 is
called

Plan 6.4set game turn

1: Goal: PERFORMGAME-TURN-MAX

2: Body

3: sendsetGameTurn max
sendsetDominance 100
senddoAnimation nodding
if max needs one or more hand cattien

call take-card . see Plan C.2

end if

e B R

Plan 6.5is the main plan to let MAX play Skip-Bo and due to itREECONDITION it can
only be instantiated if MAX has the turn. As long as he did niatypa main card he rst
tries to do so by calling the plaplay-main-card If that plan fails MAX rst tries to play
a hand card before (in case of another failure) he tries tp @tee of his stock cards. Only
if all three plans are unsuccessful MAX wakit the loop and play one last card. The plan
generate-expectationscalledto let MAX think about what to expect the human player to do.
A nodding animation concludes this plan to indicate thatttha is given back to the human
player.

SWith a probability of 54% MAX utters either “Also so bitte rit”, “Das geht so nicht!”, or “So geht das
nicht!”.

5The two plans responsible for lling up MAX's hand are omittbere, because they have no emotional effects.
For the sake of completeness, however, they are to be foulsgpendix C as Plan C.2 and Plan C.3.
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6.1 The cognition module and Skip-Bo

Plan 6.5think about Skip-Bo
1: Goal: PERFORMTHINK-SKIP-BO
2: Precondition: max has turn

3: Body

4: while max did not play a main cardo

5: if (call play-main-card) not successtien . see Plan 6.6
6: if (call play-hand-card) not successthkn . see Plan 6.7
7 if (call play-stock-card) not successthien . see Plan 6.7
8: exit while

9: end if
10: end if
11: end if
12: end while
13: call play-last-card . see Plan 6.9
14: call generate-expectations . see Section 6.1.4

15: sendsetGameTurn human
16: senddoAnimation nodding

Plan 6.6lets MAX try to play his topmost main card. First the distasmbetween his main
card and each of the three actual center cards is calculaiet MAX determine that center
pile with the closest distance to his main card @lesestCentein line 8). If the actual card on
this center has a value one less than the actual main card of (lide 9), the planplay-card
is calledand astrong positiveemotional impulse sent to the emotion module.

If the main card was not already played (line 16), MAX keepgfty to play either a hand
card, a stock card, or a joker on the closest center pile tingihext card to be played would
be his main card. In order to also give unexperienced playbetter chance to win the game,
MAX does not play his main card directly but gives the turnkoerthe human player at this
stage. If MAX cannot build the pile up by using his hand anakteards, this plan fails in
line 25. In case of successmall positivampulse is sent to the emotion module, whereas in
case of failure the impulse tgy negative

Plan 6.7 presents two similar planpl@y-hand-cardandplay-stock-carglin combination.
The brackets indicate the places where the term “Hand” hias teplaced by the term “Stock”
to change from one plan to the other.

The calculation of the minimum distance between any stodkamd card and any of the
three center piles is accomplished similarly to Plan 6.6addition to the outer loop (line 4)
an inner loop traverses all facts about hand (resp. stocklsda line 6 as long as no card
has been played. Once again, the center gdsestCentewith a card value closest to any
possible hand (stock) card is determined. If the distanocalegne, the card is played and the
plan succeeds with sendingsanall positiveimpulse to the emotion module; otherwise, the
plan fails and sendstay negativampulse.

Plan 6.8is calledwhenever MAX wants to play a cahrdID on someargetpile. As all
necessary checks have been applied before, teyBof this plan only updates some belief
states, sends thglayCard command to thé/isualization-Agentand nally waits until the
Visualization-Agentnished its action.

In the BFFECTS section of Plan 6.8 (starting in line 6)saall positiveimpulse is sent. If
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6 Integrating secondary emotions

Plan 6.6 MAX tries to play his main card

1: Goal: ACHIEVE PLAY-MAIN -CARD(mainCard)

2: Body
3: cardPlayed false, closestCenter centerOne minDistance 1
4 while more facts about center car@sd cardP layed= false do
5: actCenter retrieveNextCenterFact
6: actDistance  distance(getCard¢tCenter), mainCard)
7 if actDistance <= minDistance then
8 minDistance  actDistance, closestCenter actCenter
9: if actDistance = 1 then
10: call play-cardmainCard actCenter . see Plan 6.8
11: cardPlayed true
12: sendimpulse positiveStrong
13: end if
14: end if
15: end while
16: if cardP layed= false then
17: while no center with value one less than mainCdual
18: if anyhandCard ts on closestCenterthen
19: call play-cardhandCard closestCenter .see Plan 6.8
20: else ifanystockCard ts on closestCenterthen
21: call play-cardstockCard closestCenter .see Plan 6.8
22: else ifmax has anyoker then
23: call play-cardjoker closestCenter . see Plan 6.8
24: else
25: fail
26: end if
27: end while
28: end if

29: Effects sendimpulse positiveSmall
30: Failure sendimpulse negativeTiny
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6.1 The cognition module and Skip-Bo

Plan 6.7MAX tries to play a hand card, resp. stock card

1: Goal: ACHIEVE PLAY-HAND[STOCK]-CARD

2: Body

3: cardPlayed false, closestCenter centerOne minDistance 1

4 while more facts about center car@sd cardP layed= false do

5: actCenter retrieveNextCenterFact

6: while more facts about hand [stock] cardsd cardP layed= false do
7 actHand[StocklCard retrieveNextHand[Stock]CardFact

8 actDistance  distance(getCard¢tCenter), actHand[Stock]Card)
9: if actDistance <= minDistance then

10: minDistance actDistance, closestCenter actCenter
11: if actDistance =1 then

12: call play-cardactHand[Stock]Card closestCenter . see Plan 6.8
13: cardPlayed true

14: end if

15: end if

16: end while

17: end while

18: if cardP layed= false then

19: falil
20: end if

21: Effects sendimpulse positiveSmall
22: Failure sendimpulse negativeTiny

Plan 6.8MAX plays a card

1: Goal: ACHIEVE PLAY-CARD(cardID , target)
2: Body

4
5
6
7
8
9

10:
11:
12:
13:
14:

update belief states
sendplayCard cardID target
wait for feedback from Visualization-Agent

. Effects

sendimpulse positiveSmall
if numberOfOwnMainCards =0 then
utterwinning sentence
sendimpulse positiveStrong
senddoAnimation winning
else ifnumberOfHandCards = 0 AND playingLastCard = falsehen
call take-card . see Plan C.2
end if
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6 Integrating secondary emotions

Plan 6.9MAX plays his last card

1: Goal: ACHIEVE PLAY-LAST-CARD

2: Body
3 playingLastCard true
4: cardFound false, targetStock stockOne maxDistance 0
5: while more facts about stock car@sd cardF ound = false do
6: actStock retrieveNextStockFact
7 while more facts about hand card@sd cardF ound = false do
8: actHandCard retrieveNextHandCardFact
9: actDistance  distance(getCardttStock), actHandCard)
10: if actDistance >= maxDistance then
11: maxDistance  actDistance, targetStock  actStock
12: finalHandCard actHandCard
13: if maxDistance = 11 then . building reverse pile
14: cardFound true
15: else ifmaxDistance = 12 then . building pile of equal values
16: cardFound true
17: end if
18: end if
19: end while
20: end while
21: if any emptyStocthen . preferring empty piles
22: targetStock emptyStock
23: end if
24: call play-cardfinalHandCard targetStock see Plan 6.8

25: Effects sendimpulse positiveTiny
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6.1 The cognition module and Skip-Bo

MAX just played his last main card, he utters an appropriatéence, sendssirong positive
impulse to the emotion module and performsianinganimation. Otherwise, it is checked if
he has an empty hand and did not intend give the turn back touiman player by playing a
last card. If these conditions hold, MAX takes ve new handdsaand continues his turn.

Plan 6.91lets MAX decide where to play his last card from his hand. taedby Plan 6.5
in line 13 (p. 127) when MAX is about to nish his turn. The degy behind this plan is to
rst let MAX try to Il up his empty stock piles (line 21), theret him try to build “reverse
stock piles” (line 13), e.g. a hand card of the value 7 on top efock card of the value 8.
If these to options do not work, he tries to build “stock pi¥eagh equal values” (line 15), i.e.
any hand card on top of any stock card of the same value. If&®fBBucceeds, iny positive
emotional impulse is being sent to the emotion module.

These twelve plans allow MAX to supervise the human's actiothe game and to play
the game in accordance with the rules of the game. Of courssetplans let MAX not play
Skip-Bo like an expert. For example, MAX does not take intocamt the human player's
stock cards or actual main card visible to him. Technicallould certainly be possible to
extend the plans in such a way as to let MAX play the game maedigently, but this is not
the goal of this thesis. For empirical studies it is rathesfulsthat MAX is not too strong an
opponent, because this game only serves as testbed fdivatoiman-machine interaction
providing a clear set of goals.

The following Section 6.1.4 builds upon these plans in exptg how expectations are
rst generated and then checked against current eventgier do give rise to the secondary
emotionshope fears-con rmed andrelief as explained subsequently in Section 6.1.5.

6.1.4 Expectations and secondary emotions

In the previous nine plans two calls are relate@xpectationsin line 14 of Plan 6.5 (“think-
about-skipbo”, p. 127) the plagenerate-expectatiomscalled and in line 6 of Plan 6.2 (“react-
to-play-card”, p. 124xheck-for-expectationis invoked.

The idea behind this sequence of expectation generatioolauking is as follows: After
MAX played his last card and is about to give the turn back ® tlaman player, he rst
thinks about which card his opponent might play next (getleegapectations). When the
human player then plays a card from his or her hand or from dhésmr her stock piles on
one of the center piles, MAX checks for a match with his praslg generated expectations
(check-for-expectations).

After the human player played a card on a center that matciseexpectations, MAX
would, so far, not nd further matching expectations befttre human player nished his turn,
because no other expectations are left and no further eatpmts generated. This unnecessary
limitation is avoided by introducing Plan 6.10.

Plan 6.10react to new card on center
1: Conclude: CENTER(centerlD, centerV alue

2: Body
3 call generate-expectations

Plan 6.10lets MAX generate further expectations as soon asvikealization-Agenin-
forms theBDI-Agentof a new card that has been played on a center pile.
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6 Integrating secondary emotions

Itis detailed next how expectations are rst generated aachorized within the BDI frame-
work and how current events are then matched against thesemnzed expectations.

Generating expectations

Plan 6.11is responsible for generating expectations, which arelynased to appraise the
(secondary) prospect-based emotitvape fears-con rmed andrelief (cf. Section 6.1.5).
Furthermore, this plan's reasoning process is also utilindgrigger the primary emoticiear-
ful resulting in a maximum intensity of that emotion in PAD sp&mel0 seconds. This does
not mean, however, that MAX directly gefisarful in such a situation. It only has the effect
that MAX is more likely to get aware of the emotidearful, because its base intensity is
temporarily raised to its maximum. The same applies to akdrigger messages being sent
from theBDI-Agentto theEmotion-AgentThey only set the emotion's intensity temporarily
to the maximum of 1.0 for the amount of seconds given as thgdraent.

In the rst while loop of Plan 6.11 (lines 3 to 12) it is checked whether the humpiayer
can play his main card on any center pile and in case of sutibegslanexpectis invoked
to memorize this expectation (line®8)Notably, the third argument axpect(-50 in line 8)
denotes the valence of the expected action, which is goibg send, if and when the human
really performs that action afterwards (see Plan 6.12).

The primary emotiofearfulis triggered in line 9, because in this situation MAX has adjoo
reason to fear the human player's next action as it conttadlis own goal of winning the
game. If the reference point in PAD space, however, doesetatilgse enough to the primary
emotionfearful (cf. Figure 4.5, p. 92), MAX might never get aware of this ‘tgifearful”. In
humans such a mechanism might relate to someone being to@dyii aware of some fear
eliciting condition, but not getting the necessary “bodégdback” to feel accordingly.

Starting with line 13 Plan 6.11 checks the cards on each dfdingan's stock piles against
the three center stacks to determine, if any stock card ta eenter pile (line 19). In such a
case MAX takes his own main card into account and consideysases: He can eithbppe
that the human plays his stock card or he cdaht that the stock card is played, because this
would hinder him to play his main card to that center pile€Z6).

Hope is triggered in line 24, if afterwards MAX could play losin main card, because
his main card's value is two points higher than that of thesidered center card (line 21).
Accordingly, the expectation in this case is coupled witloaifive valence of +20 in line 22.
In the case ohope however, an emotional impulse of +20 is sent directly to Eneotion-
Agentto model a primitive kind of pleasant anticipation. The wmaor feeling hopeful is
memorized in line 25 to let MAX recall the necessary detated (cf. Plan 6.12). Once
again, this process only sets the intensity of the seconeargtionhopeto its maximum
of 1.0 for ten seconds. As the base intensities of secondaotiens are initialized to zero
(cp. Section 4.3.1), MAX never gets aware of them beforeBbBé&Agentfound a reason to
trigger them, which just has been found in line 21 of Plan 6.11

Fearfulas a primary emotion in PAD space is triggered byBiid-Agent if the stock card
the human player can be expected to play is not bene cial f8dMIf the center pile holds
a card with a value one less than that of MAX's actual main cHrd generated expectation

A detailed explanation of this process is given in Sectidn.
8The planexpect(Plan C.4) together with the corresponding péxpectedPlan C.5) are to be found in Ap-
pendix C.
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Plan 6.11let MAX generate some expectations for secondary emotions

1: Goal: PERFORMGENERATEEXPECTATIONS

2: Body
3 while more facts about center card®
4: actCenter retrieveNextCenterFact
5: actDistance  distance(getCard¢tCenter), humansMainCard)
6: if actDistance <= minDistance then
7: if actDistance = 1 then
8: call expectplay-cardhumansMainCard actCenter -50 . see Plan C.4
9: sendtrigger fearful 10
10: end if
11: end if
12: end while
13: while more facts about center card®
14: actCenter retrieveNextCenterFact
15: while more facts about stock card®
16: actStockCard retrieveNextStockFact
17: actDistance  distance(getCardttCenter), actStockCard
18: if actDistance <= minDistance then
19: if actDistance =1 then
20: MAXDistance distance(getCard¢tCenter), mainCardMAX )
21: if MAXDistance =2 then
22: call expectplay-cardactStockCard actCenter20 . see Plan C.4
23: sendimpulse 20
24: sendtrigger HOPE 10
25: memorizeHOPE-REASONMction
26: else ifMAXDistance =1 then
27: call expectplay-cardactStockCard actCenter-20. see Plan C.4
28: sendtrigger fearful 10
29: else
30: call expectplay-cardactStockCard actCenter-10. see Plan C.4
31 sendtrigger fearful 10
32: end if
33 exit while
34: end if
35: end if
36: end while
37 end while
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is associated with an even more negative valence (line 2n)dtherwise (line 30), because it
would prevent MAX from playing his own main card.

After such critical card was found and the according expgixta generated the search
is aborted (line 33). If none of the human player's stock satd on any center pile, no
expectations are generated. This quite limited abilityai@$ee a human player's actions in
the Skip-Bo game is useful, because it has to be in accordaitit®AX's ability to actively
play the game. As mentioned in the end of the previous sedilZxX is only able to play
Skip-Bo on a beginner's level.

Checking previously generated expectations

Plan 6.12is called whenever a human player's action is to be checkathstgthe previously
generated expectations. In the current implementatiop Btdn 6.2 (“react-to-play-card”,
p. 124) calls this plan in line 6 after the human correctlyyptha card on a center pile. As
MAX generated expectations about possible cards to playeatec piles with Plan 6.11, it is
now reasonable to call plaaxpectedlin line 3. This plan returns a tuple with the previously
determinedvalenceand a boolean valuanswer which indicates if theaction matches with
an expectation or not.

If the answeris true the accordingzalenceis sent to the Emotion-Agent as an emotional
impulse. The samegalenceis also taken into account to determine whether MAX should
trigger the secondary emotidears-con rmedin line 7. This activates the corresponding
area in PAD space for ten seconds (cf. Figure 4.5, p. 92) myakilkely for MAX to get
aware of this secondary emotion. Next, the current time ismoreed as an argument for
the propositionFEARS-CONFIRMED-TIMEwhich is used later in Plan 6.13 again. The
reasonfor this secondary emotion is only prepared in line 9 to be wrzed later, if the
right feedback from th&motion-Agenis received. After these actions have been taken MAX
forgets about this expectation.

If the human player's action was unexpectetsébranch starting in line 12), the primary
emotionsurpriseis triggered for ten seconds. As mentioned in the beginnfriis chapter
surprise is the only primary emotion with a base intensitgero in the WASABI architec-
ture!®. Therefore, theBDI-Agentmust triggersurprisebefore MAX has any chance to get
aware of it. MAX's new ability to form expectations about tpessible course of events
enables him to “stay calm” in situations in which he would&&een surprised before.

The rest of Plan 6.12 is concerned with detecting whetheutiexpectedly played card
now covers some other card on a stock or center pile, whictpadf a previously expected
action. First it is checked, whether tterget of the play-cardaction is one of the stock piles,
because MAX has a reason to tieved if the human player's card now covers another
card that he previousliearedthe human to play (i.e. an expectation with negatigéence.
Accordingly, in line 21 the secondary emotioglief is triggered, before the corresponding
time is memorized. Similar to the casefeérs-con rmedbefore, theeasonfor being relieved
is prepared to be memorized later. It might also happen tigghtiman player plays a card on

9This is Plan C.5 to be found in Appendix C

0 the rst study, reported in Section 5.2.2, the conceptaddintensities was not used. The emotion dynamics
system of Becker (2003) can, however, be modeled as a spasmivith the WASABI architecture's emotion
module by, rst, removing all secondary emotions and, selcgetting all primary emotion's base intensities
to 1.0 (see also Section 6.4.1).
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Plan 6.12let MAX check if he expected this action
1: Goal: PERFORMCHECK-FOR-EXPECTATIONSaction)
2: Body
3 (valence;answej  call expectedaction valence answer .see Plan C.5
4 if answer = true then
5 sendimpulsevalence
6 if valence <0then
7 sendtrigger FEARS-CONFIRMED 10
8:
9

memorizeFEARS-CONFIRMED-TIMEetTimelnSeconds
; prepare-memorizEEARS-CONFIRMED-REASCé¢tion
10: end if

11: forgetexpectaction valence

12: else

13: sendtrigger surprised 10

14: target  getTargetiction)

15: if target is a stock piléhen

16: while more facts about expectatiods

17: actExpect retrieveNextExpectationFact
18: expSource getSourcefctExpect)

19: if target = expSourcethen

20: if getValencedctExpect) < 0then

21: sendtrigger RELIEF 10

22: memorizeRELIEF-TIMEgetTimelnSeconds
23: prepare-memorizRELIEF-REASONction
24: end if

25: end if

26: end while

27: else iftarget is a center pil¢hen

28: while more facts about expectatiods

29: actExpect retrieveNextExpectationFact
30: expTarget getTargetfctExpect)

31 if target = expT argetthen

32: forgetexpectaction valence

33 end if

34: end while

35: end if

36: end if
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6 Integrating secondary emotions

a center pile, which was a target of some previously gengé@tpectation (line 31). In such
a case it is reasonable to let MAX forget about the previoyseetation, because it cannot
become true anymore.

With Plan 6.11 and Plan 6.12 the primary emotidearful and surprisedas well as the
secondary emotiorfsope fears-con rmed andrelief are triggered by thBDI-Agent but this
is only a necessary condition and not yet suf cient for MAXdget aware of these secondary
emotions. In the following one more plan is explained, whighn turn triggered by the
Emotion-Agenand responsible for the elicitation of secondary emotions.

6.1.5 Eliciting secondary emotions

Plan 6.13is automatically invoked as soon as a new fact about a seppadeotion is asserted,
because it is a data-drivero®CLUDE plan. Its argumergeholds the name of the secondary
emotion, which MAX is about to get aware of.

Plan 6.13react to secondary emotion
1: Conclude: REACT-TO-SECONDARYEMOTION(S€)

2: Body

3: seReason appendge -REASON) . E.g. RELIEF-REASON
4: if FACT mem-prelinseReason reasorthen . reasonis set ifseReasofound
5: seTime appendge, -TIME) . E.g. RELIEF-TIME
6: remembeseT ime time . timeis set ifseTimegound
7 if time + 10 > getTimelnSecondhen . less than 10 seconds ago
8: acknowledgerepared-memory

9: if se=fears-con rmedthen

10: utterone of fears-con rmed sentences . cf. Table 6.3
11: end if

12: if se= relief then

13: utterone of relief sentences . cf. Table 6.4
14: end if

15: end if

16: end if

17: forgetseTime time

18: retractmem-prelinseReason reason

19: if FACT mem HOPE-REASOMasonthen. reason is set fHOPE-REASONound
20: utterone of hope sentences . cf. Table 6.5
21: end if

In the BoDY of the plan, rst, aseReasoiroposition is constructed by appending the string
““REASON?” to the secondary emotion's name (e.g. “RELIEFAZON?). It is then checked
in line 4, whether a preliminary memory is found and teasonfor the secondary emotion
can be recalled. In case of success the exact time when thedaey emotion was triggered
(seTimé is rememberedo check, whether it is less than ten seconds ago in whichtbase
prepared memory iacknowledgednaking this memory permanent for MAX

1These mechanisms of preparing and acknowledging memoersimplemented in previous work by Gesel-
lensetter (2004) for the museum guide scenario.
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6.1 The cognition module and Skip-Bo

1) Das hatte ich schon befurchtet! (I was already afraidhaf!)

2) Genau das war zu befurchten! (Exactly that was to be @gare

3) Ganz wie beflrchtet! (That's exaclty what | feared!)

4) Das musste ja so kommen! (That was to be expected!)

5) Naturlich, das hatte ich befurchtet! (Of course, | whaid of that!)
6) Das war klar, verdammt! (Damned, that was clear!)

Table 6.3: Six sentences chosen at random by MAX to be utterease offears-con rmed

1) Da bin ich aber erleichtert! (Now | feel relieved!)

2) Gut so, vielen Dank! (Good, thank you very much!)

3) Puh, da fallt mir ein Stein vom Herzen! (Wow, that takesadl off my mind!)

4) Ein Gluck dass Du nicht die andere Karte gespielt hasitkily you did not play
the other card!)

5) Das ist ein Grund zur Erleichterung! (That's a reason étief!)

Table 6.4: Five sentences chosen at random by MAX to be dtierease ofelief

Afterwards, the type of secondary emotion is checked andogpiate utterances are pro-
duced by MAX (line 10 and line 13). Fdears-con rmedthe sentences are given in Table 6.3
and the sentences foelief can be found in Table 6.4. In lines 17 and 18 MAX forgets the
time seTimeand the preliminary memorgeReasors retracted, because the memory was
eitheracknowledgedh line 8 or it is outdated.

In line 24 of Plan 6.11 (“generate-expectations”, p. 138 skecondary emotiohopeis
directly triggered and in line 25 theeasonfor triggeringhopeis directly memorized. One
might wonder why this procedure is different from that onérigfgeringfears-con rmedand
relief. These two emotions are only triggered later after the huptayer already played a
card on some center pile (Plan 6.12, “check-for-expeatatiq. 135).

1) Ich hoffe Du spielst dieardValugjetzt! (I hope you play theardValuenow!)

2) Hoffentlich spielst Du jetzt die KarteardValueé (Hopefully, you play the carag
cardValuenow!)

3) Die Karte mit dercardValuewar' toll! (The card with thecardValuewould be
great!)

4) Kannst Du nicht dieardValuespielen? (Can't you play theardValue)

5) Ich hoffe Du spielst dieardValuegjetzt! (I hope you play theardValuenow!)

Table 6.5: Five sentences chosen at random by MAX to exprebepethat the human player
might play the card with valueardValue(sentences one and ve are intentionally
the same to increase the likelihood that MAX uses the heqtein his utterance)

The rationale for this difference is the following: One migist hope(or fear) that some
desired (or undesired) event is about to happethe future but one is onlyrelieved (or
feels his or hefears-con rmed after an event has happened. This entails that not before a
prospective event (i.e. an action of the human player) wasimed MAX has any reason to
memorize the eliciting condition (i.eeasor) of secondary, prospect-based emotions such as
relief or fears-con rmed
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6 Integrating secondary emotions

Consequently, fohopeit must be checked in line 19 of Plan 6.13, whether agson
has been memorized as a fact before. If that reason is fotmsl used to let MAX utter
an adequate sentence (cf. Table 6.5). The three plans 6112, &d 6.13 are suf cient to
let MAX cognitively appraise the game situation in terms loé secondary emotiori®pe
fears-con rmed andrelief.

The two other prospect-based emoti@aisfactionand disappointmen{cf. Figure 2.9,
p. 41) could be integrated in Plan 6.12 (“check-for-expiaté, p. 135) by including twaelse
branches; the rst one fosatisfactionafter line 10 and the second one fdisappointment
after line 24. With the necessary extensions to Plan 6.13 MAXd then also react to these
two emotions with appropriate utterance.

So far, it was not explained how exactly tRenotion-Agents triggered by thé8DI-Agent
and how it updates the awareness likelihoods of emotionse riéxt section clari es this
process of emotion dynamics calculation.

6.2 The emotion module

Figure 6.3: The emotion module of the WASABI architecture

This section details how an emotion (primary or secondarr)ggeredby theBDI-Agent
Therefore it is necessary to recall that every emotion nomsists of a base intensity of less
than 1.0 (see explanation in the beginning of this Chapter).

6.2.1 Basic con guration of the emotion module

The emotion module consists of thgnamics/moodomponent and theAD space&omponent
(cf. Figure 6.3). To initialize the parameters of each cong, two separate con guration
les are parsed by thEmotion-Agenat startup. The structure of these les is presented next.
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6.2 The emotion module

Dynamics/mood
To initialize the rst component of th&amotion-Agenthe le initemo  _dyn (cf. List-
ing 6.1) is parsed.

Listing 6.1: Initialization le init.temo _dyn containing the parameters for tdgnamics/-
moodcomponent

xTens 50 # spring constant for valence of emotions

yTens 10 # spring constant for valence of mood

slope 500 # factor of mutual interaction of emotion and mood
mass 5000 # mass of the point of reference

xReg 1 # x-region for boredom

yReg 1 # y-region for boredom

boredom 50 # time-factor for boredom

The parametersTens andyTens denote the two reset forcés and Fy respectively
(cf. Figure 4.2(a), p. 88). As justi ed in Section &4d'ens is greater tharyTens , because
emotional valence is considered to decrease faster thanoabf mood. The fortifying and
alleviating effects of emotions on mood can be tuned by cimgnthe parameteslope in
line 3 of Listing 6.1 (i.e. the factoa of Equation 4.1, p. 87).

By changing the parametenass (line 4) the simulated inertia of the whole emotion dy-
namics can be adjusted, becausertass in uences both simulated spiral springgReg
andyReg are labeled, and , in Section 4.2.1 on page 89 and they de ne the epsilon neigh-
borhood (cf. Figure 4.2(b)) around zero for the concept aedom. The time it takes for
boredom to reach its maximum can be adjusted by the parainpetedom in Listing 6.1
(i.e. the factob in Equation 4.2, p. 89). The values of Listing 6.1 have proteresult in a
reasonable emotion dynamics in all previous studies anlicappns.

PAD space

TheEmotion-Agenteads the contents of Listing 6.2 at startup to initializzghmary and sec-
ondary emotions in PAD space. Each line represents all datassary for a primary emotion
according to the format:

<name> <P-value> <A-value> <D-value>
<facialExpr> <saturationThresh> <activationThresh>
<baselntensity> [decayFunction]

TheP, A, andD values as well as the parametdacialExpr> of each primary emotion
in Listing 6.2 are taken from Table 4.1 (cf. Section 4.1.183).

The parametersaturationThresh (saturation threshold ,¢), activationThresh
(activation threshold p, cf. Figure 4.4, p. 91), andaselntensity are newly introduced
as explained in the previous section. The two thresholds wet to the same values for each
(primary) emotion ( ,e =0.2 and ,. =0.64) so far. For the nal empirical study reported on
in Section 6.4 the saturation threshold gurpriseis now set to 0.3, i.e. ¢ =0.3 (lines 13
and 14 of Listing 6.2).

2During le parsing all characters afterfaignored until the end of line is reached.
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Listing 6.2: Initialization le initSec.emo_pad with primary and secondary emotions

# PRIMARY AND SECONDARY EMOTIONS

fearful -0.8 0.8 -1 MOOD_FEARFUL 0.2 0.64 0.25 LINEAR
concentrated 0 0 -1 MOOD_CONCENTRATED 0.2 0.64 0.75 LINEAR
concentrated 0 0 1 MOOD_CONCENTRATED 0.2 0.64 0.75 LINEAR
depressed 0 -0.80 -1 MOOD_SAD 0.2 0.64 0.75 LINEAR

happy 0.8 0.8 1 MOOD_FRIENDLY 0.2 0.64 0.75 LINEAR

happy 0.5 0 1 MOOD_FRIENDLY 0.2 0.64 0.75 LINEAR

happy 0.8 0.8 -1 MOOD_FRIENDLY 0.2 0.64 0.75 LINEAR

happy 0.5 0 -1 MOOD_FRIENDLY 0.2 0.64 0.75 LINEAR

bored 0 -0.85 1 MOOD_ BORED 0.2 0.64 0.75 LINEAR

annoyed -0.5 0 1 MOOD_SAD 0.2 0.64 0.75 LINEAR

sad -0.5 0 -1 MOOD_SAD 0.2 0.64 0.75 LINEAR

surprised 0.1 0.8 1 MOOD_SURPRISED 0.3 0.64 0.0 LINEAR
surprised 0.1 0.8 -1 MOOD_SURPRISED 0.3 0.64 0.0 LINEAR
angry -0.8 0.8 1 MOOD_ANGRY 0.2 0.64 0.75 LINEAR

> relief.se

> fears-confirmed.se

> hope.se

Figure 6.4: The plots of the linear decay functignand the exponential decay functibnin
case of a standard lifetime @D seconds

With the optional parametatecayFunction  the type of decay function for emotion
intensity can be con gured according to Table 6.6. If thisgmeter is omitted, the decay
function is set to typedNONE In Figure 6.4 the plot$, for the linear as well a$, for the
exponential decay function are shown in case of a standetdrie of ten seconds.
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6.2 The emotion module

(0]

no-

Type Explanation (a primary emotion'difetime is 10.0 by default

NONE The intensity is not decayed over time and reset to the emst
<baselntensity> after the emotion'difetime is expired.

LINEAR (f ) The intensity decreases linearly over time until the er
tion's lifetime is expired; then the intensity is reset
<baselntensity>

EXPONENTIALT,) | The intensity decreases exponentially until the emotic
lifetime is expired; then it is reset tgbaselntensity>

n's

Table 6.6: The three possible decay functions for emotitansities

The last three lines of Listing 6.2 start with the specialrelter *>” indicating the inclu-
sion of an external le £.se ) de ning a secondary emotion. The initialization le foreh
secondary emotiohopeis presented in Listing 6.3.

Listing 6.3: Initialization le hope.se for the secondary emotidmope

polygon_begin QUAD

vertex 100 0 100 0.6
vertex 100 100 100 1.0
vertex -100 100 100 0.5
vertex -100 0 100 0.1

polygon_end

polygon_begin QUAD

vertex 100 0 -100 0.6
vertex 100 100 -100 1.0
vertex -100 100 -100 0.5
vertex -100 0 -100 0.1

polygon_end

decayFunction LINEAR

lifetime 10.0
baselntensity 0.0
type HOPE
tokens_begin OCC
anticipation
excitement
expectancy

hope

hopeful
looking_forward_to
tokens_end

In lines 1 to 12 of Listing 6.3 twgolygonsare de ned by stating their respectivertices

The parameteQUADafter the keywordgolygon _begin

indicates the type of polygon to

be realized with the subsequent list of vertices. By chamtjie parameter tBOINTS every
vertex is interpreted as a single point in PAD space suchatfieibud-like” distribution for a
secondary emotion can be realized as well. These two pesgj#s of polygons are explained
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6 Integrating secondary emotions

in Table 6.7

Type Explanation

POINTS | Every vertex is interpreted as a point similar to primary &orcs.
QUAD | The four verticesy, V1, V2, V3 are interpreted as the corners of a quadri-
lateral (four-sided polygon). All following vertices argnored.

Table 6.7: Supported types of polygons as parameter for &eypolygon _begin

The four parametersP-value> ,<A-value> ,<D-value> ,and<baselntensity>
have to follow after everyertex keyword. Accordingly, the vertices of the rst (lines 1 to 6)
and second (lines 7 to 12) polygon correspond to the valugbéawo areastiigh dominance
andlow dominancen Table 4.2 (p. 93).

The keyworddecayFunction is used to specify the type of decay function (cf. Ta-
ble 6.6) in line 13 of Listing 6.3. Together with the inforntat about a secondary emotion's
lifetime (in seconds, line 14) the decrease of its intensity aftea# beertriggeredis
speci ed. Thebaselntensity of hopeis speci ed in line 15 to equal 0.0. By the key-
wordtype a name for the emotion is declared, which is used to identiéyamotion in the
graphical user interface of tliEmotion-Agent

For the sake of completeness a listtokens can be declared in which case the param-
eter aftertokens _begin (OCCin line 17 of Listing 6.3) denotes the type of tokens and
is automatically prepended to every token that follows. S/hthe source of a concept for
any secondary emotion can be speci ed by, e.g., stating 605, SCHERERSLOMANor
DAMASIOnhere (cf. Section 4.3, p. 91). In the current C++ implemeomathese tokens are
generated and represented as a vector of strings witBiecandaryEmotion  object but
not further used so far.

The initialization les for the secondary emotioriears-confirmed and relief
have a very similar structure and are, thus, not discussed éhey can be found as List-
ings D.1 and D.2 in Appendix D.

6.2.2 Calculating awareness likelihoods

The calculation of a primary emotion's awareness likelithag already described in Sec-
tion 4.2.2 (p. 89), except for the in uence of an emotion'tainsity. In the nal implementa-
tion these intensitiel,. are provided to enable some more cognitive control over tinegry
emotionsfearful andsurprisedas described in the previous section. The nal calculatibn o
awareness likelihoods for primary emotions is given in Equebt. 1.

lpe = Wpe ipe (6.1)

The resultw, of Equation 4.5 is simply multiplied with the primary ematls current inten-
sity ipe resulting in the nal emotion awareness likelihobg.

13This implementation is similar to the syntax of polygon diions in OpenGL withgl _begin() and
gl _end() , but note the difference in the usage of the keyw@idADinstead ofQUADSnNdicating that
only one quadrilateral can be de ned here. However, as ntmaa bne polygon can be de ned within an
initialization le, this difference is unproblematic.
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6.2 The emotion module

Awareness likelihood of secondary emotions

The calculation of a secondary emotion's awareness ligelidepends on the location of the
reference point in PAD space as well. As the secondary emsitiope fears-con rmed and
relief, however, are represented in PAD space as areas (i.e. fiteat polygons) instead of
points, the computation is different from a primary emosawareness likelihood.

Each of the four vertices constituting a polygon has its omtensity value. Figure 6.5
shows an example of such a polygon.

A 'P2=(276.5) v3=(4/7) !
B 7\'|'(V3')5'1.'0"' """"
v2=(:1/5)® - \
I(V2}=0.6
f/'

Fo R :
< "% /\ ;
P1=(4/4) :

P0=(3/1)

Aty

1(V1)=0.1 I(V4)=0.5

Figure 6.5: An example of a four sided polygon with intensi#ues in each of its vertices
V1, V2, V3, and V4. The three reference points PO, P1, and @2xamples of a
possible trace of the reference point in PAD space over time.

The vertexV1 with coordinate(1/1) has an intensity valugVvl) of 0.1, vertexV2 at
(1/5) anintensity(V2) of 0:6, vertexV3 at(4/7) has intensity(V3)= 1.0, andV4 at
(6/1) anintensityi(V4) of 0:5.

Three possible cases for the reference point have to bedsresic (1) the reference point
PO cuts the horizontal edg&/1,vV4) ; (2) reference poinlP1 lies between the vertical edge
(V1,V2) and some other edge; and &2 lies outside the polygon.

Case (1) In case ofP0 a linear interpolation is applied to the intensities of tbf &nd the
right vertex according to Equation 6.2.

PO, VI

. — +
Ipo I (Vl) V44X V1,

(1(v4) 1(V1)
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3 1
= 0:1+ 05 01
5 1 ( )

0:26 (6.2)

The resulting intensity value for the example polygon atréference poinP0=(3/1)is 0:26.

Case (2) ForP1 more calculations are necessary. The coordifé#) lies within the
polygon, but not directly on a vertical or horizontal edgd ahus, the intersection of the hori-
zontal with the polygon edges has to be determined rst. Iéghieved by, rst, establishing
the linear equations for each of the edges according to Equai3.

x = Y P
m
VB
VB, VA,

b= VA m VA

VA, (YBr YA yAY (VB, VA
= v VA (VBXVVE?X) VAX)) VB« VA wihvas Ve (6.3)
y Y

For edggVV1/V2) Equation 6.3 cannot be appliech(= 1 ), but the coordinate of the inter-
section with this edge is simplyv 1,=P1,) = (1 =4). SubstitutingvA with V2 andVB with
V3 gives Equation 6.4 and evaluating this equation at P 1, = 4 results in Equation 6.5.

_ Wy 6 Gy @1
= 471 5 (6.4)
2
= @4 6 3 3 (6.5)

2
= 0:5

The resulting coordinat@P1,= 0:5) = (4= 0:5), however, is outside the polygon and
ignored (cf. the dashed line in Figure 6.5). Using Equatidhfér edge(V3/V4) andPl1
results in coordinaté4=5), which lies on the edge and, thus, belongs to the polygon.

Next, two linear interpolations between, rd{V1)= 0:1andl(V2)= 0:6 at intersection
(1/4) and, second(V3)= 1.0andl(V4)= 0.5 at intersection(5/4) are calculated ac-
cording to Equation 6.2. The resulting intensity valuefate two intersections ade475and
0:75respectively.

Finally, the above values are taken to interpolate “horalbyi’ (similar to case one) be-
tween the intensity at intersectigiv4) (0:475 and at intersectio(b/4) (0:75) for refer-
ence poinfP1=(4/4) . This calculation producdx68125as the secondary emotion's inten-
sity in case of the reference point being locate® At

Case (3) Finally, P2 is located outside the polygon, although it is inside therioing
rectangle that is span by the maximum and minimum valueseofdbr vertices (indicated
by the darker, dashed lines in Figure 6.5). Points outsideébtiunding rectangle are easily
determined in advance and not further considered by apptyia following algorithm:
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boolean
inBoundingRectangle?(V1, V2, V3, V4, P) {
int max_x = max(V1 x, V2 _x, V3 X, V4_Xx);
int min_x = min(V1_x, V2_Xx, V3 x, V4 x);
int max_y = max(V1y, V2 vy, V3y, V4 y),
int min_y = min(V1ly, V2_y, V3 y, V4 y),
if (P_x > min_x & P_Xx < max_x &&
Py >mny && Py < max_y) {
return true;

}

return false;

}

This algorithm takes the four cornevd, V2, V3, andV4 as well as a reference poiRtto be
checked as arguments, calculates the maximum and minimiurasyand only returnisue
if the pointP lies between these values, otherwigkse

In case ofP2, however, the above algorithm returinge although the point does not lie
within the polygon. To solve this case as well, rst, the twidges are determined which
intersect with the horizontal line through the referencepB?2, i.e. the liney = P2, = 6:5,
by evaluating the linear equations of these edges at6:5. This yields two values fok
that are both greater than the vaR2, = 2 and, accordingly, the reference poR must lie
outside the polygon.

In more general terms: Given the valu@s, andC2, for the intersections of the horizontal
of a reference poir® with any two edges of a polygon, Equation 6.6 most hold forpbiait
P to lie within the polygon.

min(C1,;C2,) Py max(Cl;C2) (6.6)

Of course, this condition also applies to the cases withafexence point outside the bound-
ing rectangle, but as it involves more computation thanitiBoundingRectangle? -
algorithm, the overall performance is increased by rstakieg against the bounding rectan-
gle.

The awareness likelihood of secondary emotions could already be determined by multi-
plying their overall intensity at timeafter they were triggered by tieDI-Agentwith the local
intensity at the location of reference poftinstead, however, in the current implementation
the base intensity of each vertex is changed by premuliiglyhie polygon's overall intensity

at timet before the reference point is taken into account. This was/,graphical represen-
tation of the polygon better re ects the secondary emosia@ynamically changing intensity
distribution. The resulting intensity value at any givernpaevithin the polygon at time does
indeed not change by applying this algorithm.

6.2.3 The graphical user interface

The graphical user interface (GUI) of the emotion simulaisystem of Becker (2003) was
modi ed to account for the additional visualization of sedary emotions and enable the
online modi cation of all parameters of the emotion modulgidg runtime. It comprises of
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Figure 6.6: In this screenshot of the graphical user inter{&Ul) of the emotion module the
blue frame indicates the graphical visualization of theoselary emotiorhopein
PAD space with an intensity of 0.0.

a three dimensional visualization of PAD space in its ceatgrounded by a standard user
interface realized with Qt (Trolltech 2008) (cf. Figures @&nd 6.7).

In Figure 6.6 the secondary emotitwpeis highlighted in PAD space, although it has
an intensity of 0.0 at that moment. Its two areas in PAD spacéhé high dominanceand
low dominanceplane, respectively) are indicated by the two blue framesh€& lower left in
Figure 6.6 the coordinates of the vertices of the two areabeaxamined. This list is updated
as soon as another emotion is selected on the right side @thevithin the “PADControl”
tab (see right side of Figure 6.7).

In the “Dynamics” tab presented in Figure 6.6 to the rightpgifameters of the emotion
dynamics (cf. Section 6.2.1) can be adjusted if necessdrg. attual values of the emotion
dynamics “spontaneous emotion (X)”, “prevailing mood (gid “boredom (Z)” are dis-
played at the top of Figure 6.6 and the corresponding “P” aid/&lues together with the
actual “D” value in the lower left corner.

The visualisation of PAD space can be rotated arounddbminanceand Arousal axis
independently by means of the “D-Rot” wheel and the “A-Rdider to the left of Figure 6.6.
Thus, the course of the reference point through PAD spacee&anpervised intuitively.

Figure 6.7 presents another view of the emotion module's @Which the primary emo-
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Figure 6.7: This screenshot shows the primary emotiappybeing highlighted and “acti-
vated” in the top right corner of PAD space.

tion happyis highlighted after a selection of its name in the list of ¢imras to the right. Below
this list (in the “PADControl” tab) the details of the seledtaffective state (AS) are always
updated (“AS Details”), i.e. the emotion’'s “Type”, its cant “intensity”, and its awareness
“likelihood”; the last two values are continuously changias a result of the implemented
emotion dynamics.

Every primary emotion's saturation and activation thrédb@re visualized by red circles
of different sizes in PAD space, if the corresponding chiegkes are ticked in the “SetThresh-
oldValues” area of the “PADControl” tab. These thresholds be adjusted at runtime—not
only for every emotion independently, but also for evenygenvertex of a primary emotion,
if it is located in PAD space more than once.

The primary emotiomappy for example, is located four times in PAD space and, accord-
ingly, to the left in Figure 6.7 four entries, i.e. verticese given in the list of coordinates.
Vertex number three is selected in this list and, consedyehe change of the “saturation”
value (cf. Figure 6.7, right side) to 40 only applies to the oepresentation dfappylocated
at (80;80; 100), i.e. the lower right corner of PAD space. This relativelglhhisaturation
threshold is visualized by a red circle with a bigger diam#tan all other saturation circles.

The visualization of the activation and saturation thréd®@also shows that most primary
emotions overlap with at least one other emotion. Accoigirig the white box at the top

147



6 Integrating secondary emotions

of Figure 6.6 two awareness likelihoods are reported sanelbusly (i.econcentratedvith

a likelihood of 0.255682 antdappywith a likelihood of 0.75). So far, however, only the
primary emotion with the highest likelihood is driving MAXfacial expressions, although
theEmotion-Agentlistributes all available information as a vector of emwfiikelinood pairs
to the other agents by means of message communication.

6.3 The WASABI architecture's information ow

The sequence diagram in Figure 6.8 illustrates an examjolemation ow within the WASABI
architecture.

BDI-Agent: (Plans) Emotion-Agent: (Emotions) Vis.-Agent:
(Expressions
. heck t - D Y ———
gen chec reac PAD Hope fearful Fears & utterances)
exp. exp. sec. space | Conf.
T T T ,
| | | |
send irhpulse nel. - |
| | slightly fearful
trigger fearful)

send Fears-Conf.

——

/d utter Fears—Cor?

F- -1

|
| I
| |
| |
| |
| 7 | very fearful
I I ! ! fearful
| | | | |
| send impulse neg.= I | very fearful
I L trigger Fears-Co |
| !
| |
| |
| |
|

I send impulse pok. -
triggeir Hope /

send Hope

- — 1

=

utter Hope

I
I I I
I I I
I I T 1 I -
I I I I
I I I I :
I I I I |
| | I |

Figure 6.8: Sequence diagram of the information ow betw#enWBS-agents in Skip-Bo

The three agentBDI-Agent Emotion-Agentand Visualization-Agen{“Vis.-Agent”) are
represented as boxes in the top of Figure 6.8. In the tohteftBDI-Agentthe three plans
generate-expectatigfigen. exp.”, Plan 6.11, p. 133)heck expectatior(écheck exp.”, Plan 6.12,
p. 135), andeact-to-secondary-emotidfreact sec.”, Plan 6.13, p. 136) are rendered as three
white rectangles to show their activity below. The same tgpeectangle is used to depict
the PAD spaceas well as the emotiondope fearful, andFears-Con rmed(“Fears-Conf.”)
which all reside in th&emotion-Agent The internal realization of theisualization-Agenis
not detailed here and in this example it only receives messstigm the other agents, although
in reality it also distributes information about the humadayger's interaction with the game
interface by sending messages to Bii-Agent
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An exemplary sequence of message communication is showigume=6.8 with the time-
line from top to bottom. In this example tlgenerate-expectatioplan is being called after
MAX played his last card. This plan, rstsendsa negative impulsg€“send impulse
neg. ”) to the Emotion-Agenthereby indirectly changing MAX's emotional state BRAD
space(cf. Section 4.2, p. 87). Subsequently, while following $eme plan, the primary
emotionfearful is beingtriggered (“trigger fearful ") by the BDI-Agent—probably
because MAX expects the human player to play an importadt car

In the Emotion-Agenthowever, the negative emotional impulse already pushedeter-
ence point in PAD space close enough to the (not yet triggenedtionfearful to let MAX
experiencefear with low intensity, becauséarful has a slightly positive base intensity of
0:25. In Figure 6.8 this non-zero base intensityfearful is indicated by the small double
line along the dashed, vertical lifeline t#farful. Accordingly, “slightly fearful” is sent to the
Visualization-Agenéven before th&DI-Agenttriggers the emotioffiearful. As the intensity
of fearful in the Emotion-Agengabruptly changes with the incominiggger fearfulmessage,
MAX's emotional state changes frostightlyto very fearful Such sudden changes in intensity
are reproduced in Figure 6.8 by the three, gray trianglesmedong the emotion’s lifelines.

The intensity offearful decreases within the next ten seconds and the referencepgosin
sibly changes its location in PAD space due to the implenteateotion dynamics. Thus,
very fearfulautomatically changes fearful (see right side of Figure 6.8) without any further
impulseor trigger messages.

In the BDI-Agentthe check expectationglan is activated next to check, whether a human
player's action meets the previously generated expecstitn the example thBDI-Agent
rst, sends anegative impulsé theEmotion-Agenthereby indirectly changing the reference
point's location in PAD space such that MAX gefsry fearfulagain. This sequence of differ-
ent emotion intensities(ightly fearful very fearful fearful, very fearfu) is possible for every
primary or secondary emotion, although it is only exemgifer fearfulin Figure 6.8. It fol-
lows from the dynamic interplay of lower-level emotionalgoises and cognitively triggered
changes in emotion intensity.

Thecheck expectatiorn@@antriggersthe secondary emotidrears-Con rmed(*trigger
Fears-Conf. ") in the Emotion-Agenthereby maximizing its intensity. Together with the
negatively valenced moddars-con rmedacquires a non-zero awareness likelihood, which is
sentback to theBDI-Agent(*send Fears-Conf. 7). The planreact-to-secondary-emotion
is executed to process the incoming message and results“inti@n Fears-Conf. ”
message, which isentto theVisualisation-Agenlketting MAX produce an appropriate utter-
ance (cf. Table 6.3, p. 137).

After the human player played a card on a center pile, MAX g&ies new expectations by
means of thgyenerate expectatioran. In the current example this plan, rst, sends a pos-
itive impulse (send impulse pos. ”) to the Emotion-Agentwhich in uences MAX's
emotion dynamics in PAD space. Shortly afterwards Bitd-Agenttriggers the secondary
emotionHope(“trigger Hope ) such that its intensity is maximized within ti&motion-
Agentresulting in a non-zero awareness likelihoodHdpe Again, MAX's awareness of
Hopeis realized by th&motion-Agensending an appropriate message back t®beAgent
(“send Hope "), which lets MAX utter an according sentence (cf. Table, §.5137).

The same mechanisms are realized for all other primary acmhsglary emotions leading
to a continuous elicitation of mood congruent emotionst #ra verbally and non-verbally
expressed by MAX.
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6 Integrating secondary emotions

6.4 Evaluation of secondary emotion simulation

To evaluate the effect of secondary emotion simulation imceat with primary emotions hy-
pothesis 6.1 is derived from the psychological ndings dissed in Chapter 2.

Hypothesis 6.1 MAX with primary and secondary emotions is judged older tWehX di-
rectly expressing only primary emotions.

In Section 2.2.2 on page 54 the discussion of the ontogeidiackground of emotion
development suggests that secondary emotions are a profdoctogenetical development.
Furthermore, children are less able to suppress their emadtexpressions than adults. Ac-
cordingly, subjects playing Skip-Bo against a version of XI#ith the new WASABI ar-
chitecture (described in the previous sections) are badi¢w judge him older than subjects
playing against a version of MAX with the older emotion dynesrsystem developed in the
author's diploma thesis and empirically validated in thet empirical study (cf. Chapter 5).

Figure 6.9: Skip-Bo against MAX in the three-sided largessa projection system

6.4.1 Skip-Bo against MAX in the CAVE-like environment

The three-sided large-screen projection system allowstreoscopic projection of interac-
tive virtual environments. Together with marker-basediarotracking of the human player a
high level of naturalness is achieved in human-computeraation.

150



6.4 Evaluation of secondary emotion simulation

Setup

Figure 6.9 shows a human player just starting to play Skigganst MAX in the CAVE-like
environment. The game is projected between the human pdeygeMAX in such a way that
the human player gets the impression of a half-transparéitevable that is slightly tilted
toward him or her and on which his or her own hand cards aresilsiei to MAX. As the
human player wears special glasses with polarizationsli@nd markers he or she not only
perceives the virtual world three-dimensional but is alske &0 inspect it by moving around
within the physical boundaries of the installation. Whemdaso, MAX follows the human's
movements with his eyes and head giving the impression diitngplup eye contact.

Figure 6.10: A card attached to the human player's white isphe

For the human to interact with the game he or she is equipp#danirigid body” on the
palm of his or her right hand (cf. Figure 6.9). Approximat&y centimeters in front of the
rigid body a white sphere is visualized and its position ak agerotation is constantly updated
with every movement of the human player's right hand. Thuis, @asy for the human player
to use this virtual reference as a kind of three-dimensipoaiter to select objects in front
of him or her. As soon as the sphere touches one of the topnrasihcards of the human
player's stock piles or one of his or her hand cards, it ischitd to the sphere (cf. Figure 6.10).
By afterwards virtually touching one of his or her own stodlep or any of the three center
piles the human player plays this card on one of these pife§igure 6.13(a)). MAX then
controls the validity of this move and corrects it, if it wawalid, by moving the card back to
the human's hand or stock pile.

During the human player's turn MAX performs the same gazebieh as implemented for
the rst empirical study (cf. Figure 6.11(b)). When the humselects a card, he looks at the
source of the card for two seconds before resuming to trasktiman player's head. After
a valid move of the human player, however, MAX acknowleddps @action as described in
the context of Plan 6.2 on page 124. This is a difference torft@mpirical study (cf. Sec-
tion 5.2.2, p. 107), in which MAX gave no verbal feedback. 3d&eshort acknowledgment
sentences are added to this study, because MAX is only ablkerially report on the aware-
ness of secondary emotions. If he were only producing utt&sin the second experimental
condition, but not in the rst one, the conditions would be ifferent to each other.

MAX interacts with the game in the same way as described iti@&eb.2.2 except for the
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6 Integrating secondary emotions

(a) MAX expresses hikopethat the human player will play th@) MAX realizes that hisfears just got
card with the number seven next by saying “Kannst Du nichtdiermed and utters “Das hatte ich schon
7 spielen?” (Can't you play the seven?) befurchtet!” (I was already afraid of that!)

Figure 6.11: MAX expressing hisopeand realizing that higearsgotcon rmed

additional utterances he now performs. He welcomes the hyntager in the beginning, says
correcting sentences in case of a human player's mistakegmesses his emotional state
verbally in case of the awareness of any of the secondaryienst¢tope fears-con rmed or
relief. In order to avoid misunderstandings every sentence diteyeMAX is displayed for
twelve seconds in front of him as a “subtitle” (cf. Figure 5.1

Subjects

Fourteen male and nine female subjects participated inttitly &ind all but one subject were
German. Their age ranged from 13 to 36 years and the averagess3 years. The subjects
were randomly assigned to the conditions resulting in te&idution given in Table 6.8.

[m]
T

male | female
Condition (1)| 6 5 11
Condjfion (2)| 8 4 12
' 14 9 23

Table 6.8: The distribution of the subject's gender on the éxperimental conditions

Design

In order to assess the effect of secondary emotion simal@i@addition to the simulation
of primary emotions in the context of human-computer irdBom and to validate Hypothe-
sis 6.1, the following two conditions were designed:
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6.4 Evaluation of secondary emotion simulation

(1) Only primary emotiongondition: The emotion simulation is constrained to priynar
emotions and MAX expresses them directly by means of fagilessions and “affec-
tive sounds” such as grunts and moans. He appraises thasctfisthe human player
negatively and his own progress in the game positively. [désfgominantwhenever it
is his turn andsubmissivéi.e. non-dominant) whenever it is the human player's turn.

(2) Primary and secondary emotiom®ndition: In addition to the setup of condition (1)
secondary emotions are simulated in this condition andesgad verbally by MAX in
case of positive awareness likelihood (cf. Section 6.3).

Notably, the number of verbal utterances performed by MAlK&y to be higher in condition
(2) than in condition (1). This difference, however, add#t® impression of MAX as a less
child-like interaction partner in condition (2), becaussugg children are also less good at
expressing their feelings verbally.

In order to model condition (1) the emotion module of the WASArchitecture is initial-
ized according to Listing 6.4.

Listing 6.4: Initialization le initPri.emo_pad with only primary

# ONLY PRIMARY EMOTIONS

> |fearful -0.8 0.8 -1 MOOD_FEARFUL 0.2 0.64 1.0
concentrated 0 0 -1 MOOD_CONCENTRATED 0.2 0.64 1.0
+ |concentrated 0 0 1 MOOD_CONCENTRATED 0.2 0.64 1.0
depressed 0 -0.80 -1 MOOD_SAD 0.2 0.64 1.0

s [happy 0.8 0.8 1 MOOD_FRIENDLY 0.2 0.64 1.0

happy 0.5 0 1 MOOD_FRIENDLY 0.2 0.64 1.0

¢ |[happy 0.8 0.8 -1 MOOD_FRIENDLY 0.2 0.64 1.0

happy 0.5 0 -1 MOOD_FRIENDLY 0.2 0.64 1.0

10 [bored 0 -0.85 1 MOOD_BORED 0.2 0.64 1.0

annoyed -0.5 0 1 MOOD_SAD 0.2 0.64 1.0

1 |sad -0.5 0 -1 MOOD_SAD 0.2 0.64 1.0

surprised 0.1 0.8 1 MOOD_SURPRISED 0.2 0.64 1.0

1 |surprised 0.1 0.8 -1 MOOD_SURPRISED 0.2 0.64 1.0
angry -0.8 0.8 1 MOOD_ANGRY 0.2 0.64 1.0

It is different to Listing 6.2 (p. 140) in the following asgdsc
The three secondary emotionspe fears-con rmed andrelief are not included.

Every primary emotion has the sarsa&turation(0.2) andactivation(0.64) threshold as
well asbase intensity1.0).

In effect, by initializing the emotion module with the vakief Listing 6.4 the simplezmotion
simulation systerof Becker (2003) is reproduced within the WASABI architeetu

To realize condition (2) the emotion module is initializectarding to Listings 6.2, 6.3,
D.1, and D.2 (cf. Section 6.2.1 and Appendix D).
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Procedure

Subjects received written instructions of the card gamé&g@nman) with a screenshot of the
starting condition and got the chance to ask clarifying tjaas about the gameplay before
they entered the room with the three-sided large-scregegiion system. Subjects entered
the room individually and were equipped with the speciasgés and the marker for the right
hand. They were briefed about the experiment, in parti¢ghltrthey would play a competitive
game. Then, subjects could play a short introductory gamagaga non-emotional MAX,
which allowed them to get used to the interface, and alsoigeovsubjects the possibility to
ask clarifying questions about the game. Each subject wisnrédt game easily.

From now on, the experimenter remained visually separated the subject only to su-
pervise the experiment. After the game was reset manually Melcomed the subject and
asked him or her to play the rst card. After the game was catga, the subjects were
asked to Il in a questionnaire in German presented on theestof another computer in the
room next door. The questionnaire was the same as in thenmgpirecal study except for one
additional question (17b) asking for the presumed age of Mgeé€ Appendix B).

Results

The analysis of the questionnaires (cf. Figure 6.12) shawatall subjects liked to play the
game, got suf cient instructions in advance, felt comfbieaduring the game, and wanted to
play again with no signi cant differences due to the expeital condition.

Figure 6.12: The mean values and standard deviations ofubstignnaires foprimary emo-
tions onlycondition (1) angrimary and secondary emotionendition (2) of the
second empirical study (the highlighted results are disedi$n the text)

Only the answers to three questions were signi cantly défe between conditions. By
answering question number 18 (“What kind of person has MAXn®) subjects could judge
MAX to be a “dumb” or “smart” person. The subjects participgtin the primary emotion
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onlycondition (1) judged MAX to be smart (mean value 1.18) whetba mean value of -0.16
in case of condition (2) indicates that the subjects plagigginst MAX with both primary and

secondary emotions were quite undecided concerning tleistiqun (a two-tailed t-test results
in p = 0.008). Although this result could be interpreted asBeing judged less smart
when additionally simulating secondary emotions, it is amant to note that no signi cant

difference between conditions occurred with respect tovdrg similar question number 17,
which is concerned with MAX's level of intelligence.

The second statistically signi cant difference appeamethie answers to question number
22 (“How emotional did Max react?”). Participants of themary emotions onlgondition
(1) found MAX's reactions to be emotional (mean value 1.1evdas subjects of th@imary
and secondary emotiort®ndition (2) judged his reactions as unemotional (meanevél.O,

p = 0.004).

(a) Betweerprimary emotions onlgondition (1) andb) No gender-related effects appeared with regard to
primary and secondary emotionsndition (2) a signif-question 17b
icant difference occurred

Figure 6.13: The mean values and standard deviations ohtheeas to question number 17b
“If MAX were a real human, how old would you judge him to be?”

To verify Hypothesis 6.1 question number 17b (“If MAX weresalhuman, how old would
you judge him to be?”) was added to the questionnaire. Thent@an values and standard
deviations of the subject's answers to this question aregmted in Figure 6.13(a). In the
primary emotions onlgondition (1) MAX was assumed to be signi cantly younger @ne
value 19.8 years, standard deviation 7.7) than in cond{@pnin which secondary emotions
were simulated as well (mean value 27.5, standard devidti)n A two-tailed t-test assuming
unequal variances results in p = 0.025.

As the distribution of male and female subjects varied betweonditions (cf. Table 6.8)
the answers to question number 17b of all nine female suhpeete compared to the an-
swers of the 14 male subjects regardless of the experimemalition. The mean values of
these two groups did not differ signi cantly (cf. Figure 8(b)) such that no gender effects
occurred. This result strengthens the supposition thabdétween conditions difference can
be interpreted to con rm the initial Hypothesis 6.1.
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6.4.2 Conclusion

The results of this second study are to some respect unexpelettuitively one could have
expected that the perceived level of intelligence of MAX-Hgejudged by the subjects—
should be higher in case of the additional simulation of sdeoy emotions. The questionnaire
showed, however, an opposite trend in the answers relatedeitigence and smartness of
MAX.

A possible explanation of this contra intuitive effect isnoected with the different age
that is attributed to MAX in both conditions. Although MAXsuter appearance stayed the
same in both conditions, the ascribed age differed sigmitiyga Thus, it is reasonable to
assume that subjects judging MAX younger (condition 1) rhigdve had less expectations
concerning his level of intelligence and smartness thasehigho judged him older (condition
2). Accordingly, the mismatch between expected behaviseth@n ascribed age and actual
behavior resulted in the subjects of condition (2) judgingXto be less smart.

The difference in perceived emotionality of MAX might ressinibm the lower base intensi-
ties of primary emotions in therimary and secondary emotionsndition (2). In this condi-
tion MAX is less often surprised than in condition (1), besathe base intensity slirprise
is set to 0.0. Accordingly, surprise cannot be elicited be#®DI-based reasoning processes
appraised an event as unexpected.

Hypothesis 6.1 could be con rmed. When secondary emotiomsdded to the simulation
of primary emotions MAX is judged signi cantly older. In o#h terms, the more complex
Affect Simulation achieved by the WASABI architecture ntegs MAX's outer appearance
better than the previously developedhotion simulation systeof Becker (2003), when the
ndings of developmental psychology are taken into account

6.5 Summary

In this chapter secondary emotions were integrated intdMASABI architecture by, rst,
extending the cognitive reasoning capabilities of the BB$ed cognition module in the Skip-
Bo scenario letting it generate and process expectations.

Second, the emotion module was extended to combine printaotiens represented as
single vertices with particular intensities with secorydamotions represented as four-sided
polygons with variable intensities for each of its four vees. The two different intensity
functions were explained and combined in the dynamic catmr of an emotion's awareness
likelihood resulting from its con guration in PAD space. Averview of the graphical user
interface for supervising the emotion dynamics and chapgsparameters at runtime was
given and the information ow of the WASABI architecture wagempli ed to provide an
overview of the internal message communication betweeIB&-agents in the Skip-Bo
scenario.

Finally, a second empirical study was conceived to valitdaehypothesis that MAX with
the previous emotion simulation system—being limited tly gmimary emotions—would be
judged signi cantly younger than an emotional MAX driven the new WASABI architec-
ture, in which primary and secondary emotions are simuls@dmbination. The results of
the study con rm this hypothesis.
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7 Résume

The subject of this thesis is the development of a computatisimulation of affect for em-
bodied agents. The conceptualized WASABI architecturel f8ABI [A]ffect [S]imulation
for [A]gents with [Blelievable [I]nteractivity) builds upn the author's previous implementa-
tion of an emotion dynamics for arti cial humanoid agentgtwas limited to the simulation
and direct expression of primary emotions.

The author follows two motivations in proposing his Affectrfsilation Architecture:

1. A suitable simulation of affect is assumed to increasebiglesvability of embodied
agents and, thus, to facilitate human-computer interacfitverefore, a comprehensive
simulation has to be conceptualized, computationallyized| its effects empirically
investigated, the initial conception re ned if necessaeymplemented, and empirically
investigated again, and so on. With the development of th&SABI architecture the
author consequently followed this cycle of computationgdlementation and empirical
investigation with the aim to increase the believabilityttod virtual human MAX.

2. Researchers coming from different elds outside the CotepScience community are
interested in using the increasingly powerful computensations of humanoid agents
to investigate the applicability and validity of their thretical conceptions. With the
development of the WASABI architecture the author takesgardisciplinary approach
by combining ndings from psychology, neurobiology, andjodtive science based on
computational methods of Arti cial Intelligence.

Researchers in the eld of Affective Computing mainly folldhe rational reasoning ap-
proach to modeling emotions for their virtual or robotic exdled agents. Accordingly, most
of them build upon the “Cognitive Structure of Emotions” asggosed by Ortony et al. (1988),
which is commonly known as the OCC-theory of emotions. Thisantics-based theoretical
approach, however, is best suited to derive logical ruleadents that reason about emotions
rather than have emotions of their own. Therefore, most ®&sed implementations extend
this theory by integrating other affective phenomena suchaasonality or mood and some
use fuzzy logics to integrate learning into their architees. The resulting emotions are driv-
ing or at least modulating an animated agent's verbal aneveolbal expressions, may it be a
virtual or robotic animal or humanoid agent.

To this respect the foremost motivation of Affective Compgtresearchers is to increase
their agents believability—the rst motivation above. Wher these computational affective
states are somewhat comparable to their biological arpkstys of minor interest and mostly
regarded as an unsolvable “philosophical” question.

This question—how similar not only the results but also thearlying processes are to
the biological prototype—is central to those researchdrs are motivated to conduct inter-
disciplinary research (see the second motivation aboveyevfew of the interdisciplinary
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background reveals that the ndings of different discipnare more than only compatible
to each other. They can be interpreted to support the gem®alof a dynamic interplay
between an organisms cognitive, conscious and non-carspi@cesses in the brain and its
evolutionary, older homeostatic regulation of the bodyisTdynamics is proposed to result
in “hot”, consciously experienced emotions, which are-eiaftuccessful implementation on a
machine—not only more plausible to the human interlocuatralso help to carefully validate
the predictions derived from the underlying theoreticadasptions.

7.1 Results

The WASABI architecture follows the theoretical sepanatad “bodily” emotion dynamics
and cognitive appraisal. The emotion dynamics is based memkional emotion theory and
combined with the BDI-based reasoning capabilities of fhe& human MAX, that are used
to modelprospect-basedmotions (Ortony et al. 1988). In contrast to other OCC-ta&sBo-
tion simulation architectures, however, the most ofterdtirrule-based, connection between
appraisal outcome and emotion elicitation is broken up bgetiog the in uence of simulated
bodily feedback.

The WASABI architecture

Figure 7.1: The conceptual distinction of cognition layadahysis layer in the WASABI
architecture
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7.1 Results

In Figure 7.1 the conceptual distinction of an agent's sated physis (i.e. body) and its
cognition is presented and the different modules and coesrof the WASABI architecture
are assigned to the corresponding layers.

To the left of Figure 7.1 the virtual human MAX perceives so(mgernal or external)
stimulus.Non-conscious appraisad realized by directly sending a small positemotional
impulseto theEmotion dynamicesomponent of the WASABI architecture, e.g., when MAXin
the museum guide scenario detects a skin colored regioe wideo stream. This establishes
the “low road” (LeDoux 1996, cf. Figure 2.11(a)) of primanmyetion elicitation. The presence
of visitors in the museum is interpretediagrinsically pleasansimilar to Scherer (2001).

Another path resulting irmotional impulsebegins withconscious appraisabf the per-
ceived stimulus (cf. Figure 7.1, top left). This processdes in theCognition layer because
itis based on the evaluation of goal-conduciveness of anté@eherer 2001) and can be con-
sidered the “high road” of emotion elicitation (LeDoux 1996 Figure 2.11(a)). Therefore,
MAX exploits his BDI-based cognitive reasoning abilitiesupdate hisnemoryand gener-
ateexpectations These deliberative processes not only enable MAX to ddrisesubjective
level of Dominancefrom the situational and social context, but also lead topttoposal of
cognitively plausiblesecondary emotions

Thesesecondary emotiorere, however, rstltered in PAD spacebefore MAX might get
awareof them (cf. Figure 7.1, middle). Independent of this ltegiprocess, every cognitively
plausiblesecondary emotiom uences theEmotion dynamicgomponent of the WASABI
architecture, thereby modulating MAXRleasureand Arousalvalues, i.e. his simulated ph-
ysis in thePhysis layer This in uence is achieved by interpreting the valence comgnt of
any secondary emotioas anemotional impulsécf. Figure 7.1, left). This waysecondary
emotions‘utilize the machinery of primary emotions” (Damasio 1994, Figure 2.12(b)),
because they might result in the elicitation of mood-coergtprimary emotionswhich—in
the WASABI architecture—drive MAX's facial expressioms/oluntarily. Furthermore, as
the Pleasureand Arousal values are incessantly modulating MAXvoluntary behaviors
(i.e. breathing and eye blinking) as well, even “unawaetondary emotionsave an effect
on MAX's bodily state and involuntary behavior.

In combination with the actual level @ominanceprimary emotiongre elicited by means
of a distance metric iIPAD space As mentioned before, these primary emotions are directly
driving MAX's facial expressions. Although this automatisnight be considered unnatural
for an adult human, it has proven applicable and believaitied situational contexts in which
MAX was integrated so far.

After the awareness lIter has been applied, the resultinggsaware emotiongonsists of
primary and secondary emotions together with their respeeaivareness likelihoods. They
are nally subject to further deliberation and reappraisulting in different coping behav-
iors. A situation-focused coping behavior is implementethe museum guide scenario by
letting MAX leave the display, when he gets aware of being/\aergry. In the card game
scenario the direct vocal and facial expression of nega&imetions has proven suf cient to
let the human players play in accordance with the rules.

1In technical terms this “proposal” is callédggering of secondary emotions.
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Primary emotions—the rst empirical study

After successful integration of the previoasiotion simulation systemto the cognitive ar-
chitecture of MAX in the context of the museum guide scenadtiwas reasonable to more
carefully validate the simulation of an emotion dynamicdahihs rather independent of an
agent's cognitive abilities. Therefore, the simulatiorpamary emotions was systematically
tuned to realize positive and negative empathic behaviarceard game scenario that was taken
to Japan and combined with bio-metrical emotion recognitiased on skin conductance and
electromyography.

In general, MAX was more perceived as a human being the mocgi@mal reactions he
showed, because human-likeness was rated higher in botitleimponditions than in the non-
emotional or self-emotional condition. Even his outer agpace, albeit not changed between
conditions, was rated more positive in the empathic thahembn-empathic conditions.

The statistical analysis of the questionnaires as well abit-metrical data con rmed the
hypothesis that MAX's emotional reactions in this competitscenario are less stressful and
irritating for human players, if also negative emotions sirrulated and expressed. Further-
more, a certain emotional contagion between MAX and the mupheyer was detected in that
the emotions expressed by MAX induced similarly valencedt@mns in the human player.

Secondary emotions—the second empirical study

With the positive results of the rst empirical study it wasasonable to further elaborate the
idea of emotion dynamics in the attempt to integrate seagnelaotions. To simulate sec-
ondary emotions MAX's cognitive reasoning abilities ardegxded enabling him to process
expectations within the Skip-Bo card game scenario. Baseth@se expectations the mu-
tual connection between cognition and emotion gives riseogmitively plausible, prospect-
based, secondary emotions, that are mood-congruent anguitioely elaborated” (Ortony
et al. 2005). MAX expresses his awareness of the secondaryj@mhope fears-con rmed
andrelief verbally and they are accompanied by facial expressionsmwigoy emotions.

A nal empirical study was conducted to falsify the hypotlsegerived from developmen-
tal psychology that MAX only expressing primary emotionsulebbe judged younger than
MAX additionally expressing secondary emotions within taed game scenario. The three
sided large screen projection system and the sophisticatiesor technology provided the
opportunity to realize very natural and realistic humampater interaction for this study.

The questionnaire-based results of this study con rmedititeal hypothesis that MAX
with secondary emotion simulation is judged signi cantlder than without.

7.2 Discussion and future perspectives

In summary, the results of both empirical studies supperagsumption that the simulation of
affect achieved by the WASABI architecture increases the\mbility of the virtual human
MAX. As the WASABI architecture combines ndings and thetical conceptions of different
disciplines in a novel and creative way, also the secondctifageof this thesis is ful lled.

Of course, the proposed Affect Simulation Architecture stihbe re ned and some limi-
tations are still waiting to be solved. The most importarg®are discussed next.
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Direct expression of primary emotions

As already critically observed in the end of Chapter 5, hettorimary emotions directly drive

MAX's facial expressions might be considered inapprojeri@r MAX outer appearance re-
sembling an adult human. As discussed in Chapter 2, adujtsracthe ability to short-cut

their bodily feedback during ontogenesis. This ability tdehemotional expressions could
easily be achieved in MAX's cognitive architecture, butteedds another layer of complexity
it was deliberately not done so far.

The simultaneous experience of opposing emotions

The mood congruency of all elicited emotions is always asbinry the emotion dynamics
component of the WASABI architecture. This entails, howetleat some plausible mixtures
of emotions, such as fear and joy occurring at the same tirge,when taking a joy-ride in
a roller coaster, are impossible within the architecturh@ugh these mixed feelings might
occur much less frequently in everyday life (Larsen, McG&a@acioppo 2001) the WASABI
architecture might need to be re ned to also cover theseiapemotional episodes.

Integrating further emotions

The simulation of secondary emotions is exempli ed in thisdis by integrating three prospect-
based emotions into the WASABI architecture and the integraf two more prospect-based
emotions is outlined. The simulation of other secondaryvendertiary (or social) emotions
could be achieved as well and provides a challenging godiifare work.

Simulation of further effects of emotions on cognitive proc esses

So far, the cognition module of the architecture only reajg@s the aware emotions letting
MAX perform different coping behaviors. Research in psyobg, however, suggests to also
model a lower level in uence of affective states on cogmitidAs described in (Becker et al.
2006) emotions could also function as modulators of cogmpirocesses by constraining the
action selection of the BDl-interpreter or systematicalhanging the problem-solving pro-
cess: negative emotions seem to lead to a narrowed proldkmng, while positive emotions
lead to broader problem-solving attempts to achieve maltgyoals simultaneously (Sloman
1987).

From virtual to physical agents

The virtual human MAX enables us to study a form of human-cai@pinteraction that is
already very similar to human-human interaction—with omgartant difference: MAX is
not able to manipulate the physical world. Accordingly, anan interlocutor needs not fear
to be physically harmed by an angry MAX. Reconsidering tlsults of the rst empirical
study the relatively lower stress levels of those humankaythat played against a negatively
empathic MAX, might as well result from their amusement dtsauch funny animations like
MAX being afraid to lose the game or him expressing his anger.

In the aim to nd an answer to the last question the author pkanapply the WASABI
architecture to physical robots next. As it would be challag to compare the results of
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7 Résumé

the second empirical study, in which MAX was presented tlti@gensionally and in life-
size, with results attained from experiments with physiobbts, these robots should posses a
comparable level of anthropomorphism.

(a) Repliee R1 (b) Repliee Q2 (c) Geminoid HI-1
Figure 7.2: The different humanoid robots of ATR

The sophisticated androids (cf. Figure 7.2) under devetyrat the Advanced Telecom-
munication Research Institute International (ATR) in Japeovide the necessary similarity
and Ishiguro (2005) suggests to use the term “Android sefetwx refer to a new “cross-
interdisciplinary framework” that tries to “tackle the flem of appearance and behavior”. In
short, the more human-like a robot's outer appearance igmkd the higher are the human's
expectations concerning the naturalness of the robot'a\beh

The high level of anthropomorphism achieved by such andrasdseminoid HI-1 (Sakamoto,
Kanda, Ono, Ishiguro & Hagita 2007, cf. Figure 7.2(c)) angliee Q2 (Minato, Shimada,
Itakura, Lee & Ishiguro 2005, cf. Figure 7.2(b)) affords anrease of autonomy in the gener-
ation of social and emotional cues. The WASABI architeciresented in this thesis might
help to achieve this higher level of autonomy.

The case of “love”

Before we can reasonably answer the question, whether rawiliever fall in love with vir-
tual or robotic agents, more theoretical and applied rebeam affective phenomena has to be
undertaken to better understand the social emotion “loVk& class of social emotions is the
most complex one and can hardly be explained in logical tedorse, because its experience
involves a variety of bodily and mental uctuations and hi&axelies on an individuals social
context and personal experiences.

The WASABI architecture is well-suited to help in understizng, how the dynamic inter-
play of a human's body and mind together with his past expege and future expectations
sometimes turns “cold” cognitions into “hot” emotions.
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A Instructions for the card game
Skip-Bo

Figure A.1: The card game “Skip-Bo” as an interaction scerfar an Empathic Max.

Purpose of the game

Both players try to be the rst to get rid of a pile of “pay-ofas” by playing them to center
stacks which are begun with a one and continue in upward seque a twelve. The players
take alternate turns and they play with nine series of caadh eanging from 1 to 13, which
makes a total of 117 card3hirteens are wild cards (jokers) and may be played in place
of any card you desire.

At the beginning you will be dealt ve cards to your hand (sd@@hand cards) which are
placed at the bottom of the screen facing to you (see aboweisdreenshot). These cards are
only visible to you. Then eight cards are dealt to make up #yeqgif piles which are placed to
the right side of the table. Only the top cards of the two pllessface up and therefore visible
to you as well as your opponent Max. You will go rst.

177



A Instructions for the card game Skip-Bo

The Play

The object of the game is to be the rst gt rid of all the cards in your pay-off pile by
playing them to the three white center stacks. The rst cardach center stack must be a 1
(or a 13), then 2, 3, and so on in sequence up to 12, each cameddbeing one higher than
the card it covers.

It is also possible to play a card from your hand to a centekstato one of your four red
stock piles in front of you, or to move a card from one of yourc&tpiles to a center stack.
There is no restriction on the ranks of cards which can begalan the stock pile.

You may play as many cards to center stacks as you want in aey,dwut as soon as you
move a card from your hand to one of your stock piles your tuelseand Max takes a turn.
You must play a card to a stock pile at the end of each turn.

If during your turn you manage to play all ve cards from yoward, without playing to a
stock pile, you immediately draw ve more cards from the dnaie and continue playing. If
in the beginning of your turn you have fewer than ve cardsauyhand, the required number
of cards will be drawn from the draw pile to bring your hand apve cards again.

If you complete a center stack by playing a twelve (or a teinteepresenting a twelve) to
the center, Max shuf es the completed stack into the draw, mleating a space for a new
center stack, and you can continue playing.

Summary

Who is rst to get rid of all cards in his pay-off pile wins theme.

In the beginning of your turn the required number of cards wéldrawn from the draw
pile to bring your hand up to ve cards automatically.

You may play as many cards as you want from either your papt@f your hand or one
of your four red stock piles to any of the three white centé&pas long as you follow
the order of cards.

Whenever you run out of hand cards without having played d ttaone of your red
stock piles you are immediately dealt ve new hand cards.

You nish your turn by playing one of your hand cards to one ofiyred stock piles.

Useful Strategies and Hints

(i) Always keep in mind the number of your current pay-offaiar

(i) You may try to keep an eye on the current pay-off card ofikM&ometimes it might be
better not to play a card if this lets Max play his pay-off cafterwards.

(i) You may try to get rid of your hand cards rst.

(iv) When playing your last card to one of your red stock pyesi may try to keep the
following strategy in mind:

— Always play high cards on empty stock piles.
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— If there are cards on some stock piles already, you may trjetpgards on top of
them in descending order, e.g. an 11 on top of a 12 or a 7 on tap 8f

Good luck!
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A Instructions for the card game Skip-Bo
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B The quest

lonnaire

Thank you for having played Skip-Bo against Max!

Please complete the following form:
(All personal data will only be used for statistical anadysi

How old are you?

Are you male or female?

female

Have you been born ii
Japan?

no

How often do you play
card games? (In real lif
or on the computer)

| never played
ca card game be
fore

| casually play
- card games

| regularly
play card games

1. Did you like to play this

No, | did not like

Yes, | really liked

game? it at all! it!

2. How did you feel during Very sad! Very happy!

the game?

3.Did you feel comfortable No, not at all! Yes, completely!

in this situation?

4. Did you get enougkh
instructions to play the
game?

1 No, | would have

» needed more int

structions!

Yes, | got ab-
solutely suf cient
instructions!

5. Did you feel alone dur
ing the game?

+ No, | did not feel
alonel!

Yes, | was feeling
alone!

6. Did you feel criti-| | felt like being | felt like being
cized or praised during thecriticized! praised!

game?

7. MAX was.. very sympathetic very egoistic.

8. MAX behaved.. sel sh. unsel sh.

9. MAX was.. friendly. unfriendly.

10. MAX played.. competitive. cooperative.

11. How do you think He is likable! He is strange!

about MAX in general?

12. Did MAX behave nat-
urally?

His behavior wag
very arti cial!

His behavior was
very natural!
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B The questionnaire

13. Was MAX irritating
you?

He was very irri-
tating!

He was not irri-
tating me at all!

14. Has MAX been trust: No, | did not trust Yes, | always
worthy to you? him! trusted him!

15. How honest was MAX He was hiding his He was showing
to you? true feelings! his true feelings!

16. How much did you
think of MAX as a human
being during the game?

| was always
aware that | just
played against
a computer
program!

| always had the
feeling of play-
ing against ani
other human ber
ing!

17. How intelligent did
MAX play?

Very intelligent!

Very  unintelli-
gent!

17b. If MAX were areal h

would you judge him to be?

uman, how old

(Only asked in the nal empir-
ical study described in Chapter 6.)

18. What kind of persor
has MAX been?

1 MAX was a very
dumb person!

MAX was a very
smart person!

19. Was MAX capable o
playing the game?

[ MAX was inca-
pable of playing
the game

MAX was very
capable of play-
ing the game!

20. How did MAX react
within the game?

He was reacting
very forceful!

He was reacting
very considerate!

21. How did you judge the
personality of MAX?

» He is a very ag-
gressive person!

He is a very sup-
pliant person!

22. How emotional did
MAX react?

He was very un-
emotional!

He was very emo
tional!

23. Did MAX care about
your feelings?

He did not care
about my feel-

He really cared
about my feel-

ings! ings!
24. Did you like the out{ No, you have you Yes, he looks
ward appearance of MAX? change that! good!

25. Would you like to play
again?

No, get me outg
here!

Yes, with 20
cards on the
pay-off pile,
please!
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C Additional SkipBo Plans

Plan C.1init SkipBo
1. Goal: PERFORMREACT-TO-INIT-GAME(numberOfSpecialcards)

2: Body

3 do initialization

4: sendimpulse 100

5: utter welcome-message

MAX performsPlan C.1whenever thénit-gamecommand is given by the interface. As the
JAM-interpreter is integrated into a software agent thasraoncurrently within our group's
software framework (cf. LelBmann (2002)) this command mlghgiven be message com-
munication from any other software agent. Therefore, th@roand line interface of the
visualization process is used here to give this command aignu

After the necessary initializations are done an emotionglilse of+100 is sent by the cog-
nition module to the emotion module most probably resuliirgpositive mood and happiness
of MAX. At last MAX utters a welcome message greeting his apgrat and encouraging him
to play the rst card.

Plan C.2let max take a hand card
1: Goal: PERFORMTAKE-CARD

2: Body
3: sendtakeCard

Plan C.3react to new hand card
1: Conclude: PERFORMREACT-TO-HAND-CARD(cardID)

2: Body

3: if max has ve hand cardthen
4 call think-skip-bo

5: else

6 call take-card

7 end if

Plan C.2lets MAX simply send the request to take a new hand card to igheailization
agent. As soon as the visualization agent nishes with theesgary updates, it informs the
JAM agent (i.e. the cognition module) of the new hand cardmatically (see Plan C.3).

“Wwillkommen in der AG Wissensbasierte Systeme! Bitte smiebie eine Karte.”
(Welcome to the Al and VR lab. Please play a card.)
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C Additional SkipBo Plans

When new information about a hand card for MAX arrives in thgration modulePlan C.3
is triggered to either let MAX stathinkingabout how to play SkipBo (line 4) or take another
card (line 6) if MAX still does not have enough cards on hischan

Plan C.4let MAX expect some proposition
1. Goal: PERFORMEXPECT(prop, value, valence
2: Body
3 ASSERTexpect prop value valence

Plan C.5let MAX check a given proposition
1: Goal: PERFORMEXPECTEDprop, value)

2: Body

3: answer false

4 if FACT expect prop value valencéhen
5: answer  true

6 end if

7 return (answer; valence
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D Further initialization les for
secondary emotions

Listing D.1: Initialization le fears-confirmed.se

polygon_begin QUAD
vertex -100 100 -100 1.0
vertex 0 100 -100 O
vertex 0 -100 -100 O
vertex -100 -100 -100 1.0
polygon_end
decayFunction LINEAR
lifetime 10.0
standardintensity 0.0

type FEARS-CONFIRMED
tokens_begin OCC
fears-confirmed
worst_fears_realized
tokens_end

Listing D.2: Initialization le relief.se

polygon_begin QUAD
vertex 100 0 100 1.0
vertex 100 50 100 1.0
vertex -100 50 100 0.2
vertex -100 0 100 0.2
polygon_end
polygon_begin QUAD
vertex 100 0 -100 1.0
vertex 100 50 -100 1.0
vertex -100 50 -100 0.2
vertex -100 0 -100 0.2
polygon_end
decayFunction LINEAR
lifetime 10.0
standardintensity 0.0
type RELIEF
tokens_begin OCC
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D Further initialization les for secondary emotions

relief
tokens_end
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